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ABSTRACT

An overview and investigation of the more popular digital filter design tech-

niques are presented, with the intent of providing the filter design engineer a com-

plete and concise source of information. Advantages and disadvantages of the

various techniques are discussed, and extensive design examples used to illustrate

their application to specific design problems. Both IIR (Butterworth, Chebyshev

and elliptic), and FIR (Fourier coefficient design, windows and frequency sampling)

design methods are featured, as well as the Optimum FIR Filter Design Program

of Parks and McClellan, and the Minimum p - Error IIR Filter Design Method of

Deczky.
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I. INTRODUCTION

Digital filter design today is a rapidly growing field with myriad applications

in the areas of signal processing, image processing, filtering, prediction, and estima-

tion. Extensive research has resulted in a plethora of available information, which

can be overwhelming to the engineer presented with a specific design problem. As

the title suggests, the purpose of this thesis is to present an overview of the more

popular design techniques in an attempt to consolidate the information available in

the literature, and provide an easily readable reference manual. Detailed examples

are given to illustrate the application of selected techniques to specific fiiter design

problems.

Due to the wealth of information available, a summary and investigation of

every filter design technique is not possible. As stated the more popular meth-

ods are outlined in detail, however, references are included as sources of further

information.

The survey is threefold, consisting first of recursive IIR design methods, fol-

lowed by nonrecursive FIR design, and finally computer-aided design (CAD). A

summary of the chapter contents follows to enable the reader to immediately lo-

cate the section applicable to his/her particular design problem.

Chapter II, Recursive Filter Design, presents Butterworth, Chebyshev and

elliptic filter design from both a traditional approach, wherein analog prototype

filters based on design specifications are converted to digital versions using the

bilinear transformation, and a direct design approach that eliminates the need to

determine an analog prototype.

12
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Chapter III, Nonrecursive Filter Design, includes an overview of Fourier co-

efficient design, windowing, and a derivation and illustration of the method of

frequency sampling. Among the design examples presented is the design of a band-

pass differentiator and a bandpass integrator.

In Chapter IV, Computer-Aided Design, the Optimum FIR Filter Design

Method of Parks and McClellan (that employs the Remez Exchange Algorithm)

is investigated and applied to a bandpass filter design problem. Also included is

a short discussion of a method to enhance the application of this program to the

design of high-order filters.

To complete the chapter, the Minimum p-Error Design Method for IIR Filter

Design, that utilizes the Fletcher-Powell algorithm, is presented. Furthermore, a

discussion of the advantages and disadvantages of these two iterative techniques is

included.

13
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II. RECURSIVE FILTER DESIGN

A. INTRODUCTION

The recursive realization of digital filters is advantageous, in that the desired

frequency response can be obtained using a lower order filter than if a nonrecursive

V" realization were used (assuming linear phase is not required). This is because the

filter frequency response is influenced by both the poles and zeros of the filter

transfer function, whereas the frequency response of a nonrecursive realization is

determined only by the filter's zeros.

Traditionally, the design of recursive digital filters involves the determination

of an analog prototype using one of several methods: Butterworth, Chebyshev or

elliptic, to name a few, and converting these to a digital version using impulse-

invariant design or bilinear transformation methods, the latter being the more

popular.

This chapter first presents a review of the traditional design techniques us-

ing examples involving Butterworth, Chebyshev and elliptic filters; then a Direct

Design method is presented, whereby the requirement for determining an analog

prototype is eliminated, thus reducing the algebraic complexity of recursive filter

design.

B. TRADITIONAL DESIGN TECHNIQUES

Recursive filter design techniques, as stated in the introduction, involve deter-

mining an analog prototype filter from given filter specifications, and then convert-

ing the prototype to a digital version using a bilinear transformation. Since this is

a well known design procedure [1], details of the derivation will not be considered.

14



However, as a quick review, three examples involving the design of Butterworth,

Chebyshev and elliptic filters will be given.

It should be noted that the tables of analog prototype transfer functions found

in this section (Tables 2.2, 2.3 and 2.4), all have a critical frequency of unity

(wC = 1). Thus, to obtain a filter transfer function with a different critical fre-

quency based on these prototypes requires the use of an appropriate analog fre-

quency transformation (Table 2.1).

For example, suppose a lowpass analog filter with a critical frequency of wc

is desired. The following relationship applies:

HLp (jwc) = HLPP(jl) (2.1)

where HLpP is the prototype filter with a critical frequency of wc = 1.

To convert the prototype transfer function to the desired transfer function,

HLp(s), the s in the lowpass prototype filter is replaced by s/w c as:

HLP(S) = H p,(s) (2.2)
wC

Table 2.1 (Reference 1) lists the appropriate frequency transformations for high-

pass, bandpass and bandstop filters. A summary of the design procedure follows.

1. Bilinear Transformation Design

From given analog filter specifications, determine the approppriate s-

domain design technique (i.e., Butterworth, Chebyshev or elliptic).

Design the analog prototype filter in accordance with the technique se-

lected above. This involves the translation of the filter specifications to those of

a lowpass prototype. The lowpass prototype is then designed according to the

translated specifications.

15
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Transform the lowpass prototype to the desired lowpass, highpass, band-

pass, or bandstop filter according to Table 2.1.

Transform the analog filter transfer function to a digital version using the

bilinear transformation.

H(z) = H(s) (2.3)
-z+1

Example 2.1 Butterworth Filter

Design a digital ifiter that is flat in the passband from 0 to the 3 dB cutoff

frequency, f, of 2 kHz. For frequencies greater than 4 kHz, the attenuation should

be at least 10 dB The sampling rate is 20 kHz.

Step 1: A Butterworth design is called for because a flat passband is desired.

Step 2: Convert the critical analog design frequencies to digital.

Sampling frequency: f, = 20 kHz w, = 40 x 103r rad/s

Cutoff frequency: = 2 kHz w = 4 x 10 3 7r rad/s

Stopband frequency: f, = 4 kHz == w. = 8 x 103r rad/s

= weT = wc/f = (4 x 103 )7

20 x103 -0.27r rad

01. = wT = w./-, (8 x 103 )7r
20x 103 -0.4'rad

Step 3: Prewarp the analog frequencies to yield the desired digital frequencies.

' = tan (0',/2) = tan(0.1r) = 0.325 rad/s

w' = tan(8'/2) = tan(0.27r) = 0.726 rad/s

Note: Prewarping is done to ensure the analog filter will ultimately

yield a digital filter with the correct critical frequencies. This is best

visualized in the following graph (Figure 2.1) of the relationship between

the analog filter frequencies and the desired digital frequencies,

i.e., w' = tan(0n/2).

16



TABLE 2.1

ANALOG FILTER FREQUENCY TRANSFORMATIONS

(after Ref. [1])

Filter Type a.-am S-Worm
to find Ito find H(s) from H1,,(S)

akpo. replace s in prototype
with)

Lowpass filter

0.0 (1

Highpass filter
1.0-

idkp,

0.0 w

Bandpass filter
1.0 .s

as

'I

0.01I,.1

Bandstop filter
1.0

17 J
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W. -- -

Normalizing to the lowpass prototype, according to Table 2.1:

U4 =0.325 w =1 rad

W' = 0.726 . = 0.726/0.325 = 2.234 rad

I 'Ia I

0)

-xI2 0a  Oa e/2
I' ' __ I;

Figure 2.1. Relationship Between Analog and

Digital Filter Frequencies

Note: Normalizing is done to transform the prewarped critical frequencies

of the analog filter to their relative equivalents in a lowpass prototype filter with

a critical frequency of wc = 1. This is done to enable the designer to take

advantage of previously compiled tables or frequency response curves corresponding

to the transfer functions of these lowpass prototypes. Thus, a prototype filter can

be selected whose frequency response characteristics have the same shape as the

filter that is being designed. The transfer function for the selected prototype is

then converted to a transfer function that exhibits the desired frequency response

characteristics using an appropriate substitution (Step 5). Figure 2.2, depicts the

process of normalizing.

18
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*Lowpass Prototype -Lowpas3

0.707 . . . 0.707

-- 4b.

Figure 2.2. Normalization

Step 4: Find the order N of the lowpass Butterworth filter prototype. The order

N to provide a gain of MdB at an angular frequency w. is

N logIo(O(-'fd/10) - 1)
2logow ;akdB = -10dB

log 1 0(10' - 1) (2.4)
2 log1 0 2.234

- 1.37 (Since N has to be an integer choose, N = 2)

Step 5: From Table 2.2 determine the transfer function for the lowpass filter.

HLp(S) - HLP (s) - HLpp (S)

- a 0.325

1 (2.5)
2 + v2+s + 1 __

8 0.325

0.106
32 + 0.460s + 0.106

Step 6: Determine the transfer function for the digital version of the filter using

the bilinear transformation.

HLp(z) = HLP(S)
• "' (2.6)

z2 + 2z + I 0.068(z + 1)2

14.84Z2 17.0z + 6.14 z2 - 1.14z + 0.413

19
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TABLE 2.2

BUTTERWORTH PROTOTYPE COEFFICIENTS

(Table after to Ref. 4)

N a, a 2  a3 a 4  a5 a6 a7 a8

1 1.0000

2 1.4141 1.0000

3 2.0000 2.0000 1.0000

4 2.6131 3.4142 2.6131 1.0000

5 3.2361 5.2361 5.2361 3.2361 1.0000

6 3.8637 7.4641 9.1416 7.4641 3.8637 1.0000

7 4.4940 10.0978 14.5918 14.5918 10.0978 4.4940 1.0000

8 5.1258 13.1371 21.8462 25.6884 21.8462 13.1371 5.1258 1.0000

HLP () 1+als + a28 2  + ... aNSN

20
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Step 7: Obtain a plot of the digital filter frequency response to see if the design

specifications have been met.

Figure 2.3 shows that the design does indeed comply with the given filter

specifications, in that the cutoff frequency is 0.628 = 0.27r rad and the stopband

frequency is 1.257=0.47r rad with gains of -3 dB and -14 dB, respectively.

Example 2.2 Chebyshev Filter

Design a digital bandpass filter with the following specifications:

@ 1 dB ripple in the frequency band 600 to 900 Hz,

* sampling frequency of 3 kHz,

* maximum gain of -40 dB for 0 < f < 200 Hz.

Step 1: Convert the critical analog design frequencies, wi, to the corresponding

digital frequencies, 0j.

Sampling frequency: f, = 3 kHz

Lower ripple passband frequency: ft = 600 Hz = wt = 1200r rad / s

Upper ripple passband frequency: f = 900 Hz = w. = 18007r rad / s

Stopband frequency: f. = 200 Hz = w, = 4007r rad /s

12007r ,
0' = wtT = we/f, = 3000 - 0.47r = 1.26 rad I

300
9'. = w,,T = w,,/f, = 1800r - 0.67r = 1.88 rad

3000
, wT =wa/, =4007r

= w~T =w~ 3000 - 0.1337r = 1.54 rad

Ripple band center frequency: 0' = VO = 0.497r = 0.418 rad

'NP

21
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Figure 2.3. Frequency Response for Butterworth

Lowpass Filter
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Step 2: Prewarp the analog frequencies so that the desired digital frequency

characteristics will be achieved.
w = tan (0'/2) = tan(1.26/2) = 0.729 rad/s

= tan(O /2) = tan(1.88/2) = 1.369 rad/s

w' = tan (01/2) = tan(0.418/2) = 0.212 rad/s

WO = ww (0.729)(1.369) = 1.00 rad/s

Ripple band is: B' = w = 1.369 - 0.729 = 0.64 rad/s

From Table 2.1 convert the bandpass filter frequencies to the correspond-

ing lowpass prototype filter frequencies.
1 2 12

WJp - W O

WLPp B -w'BS- (2.7)

2 _(1.00)2

(0.64)w'p

WBP WLPP

w/ 0.729 -1

W/ 1.369 1

w1 0.212 -7.04

w0 1.000 0

Step 3: Determine the order of the Chebyshev prototype filter that meets the

design requirements.

For a lowpass Chebyshev filter the magnitude - squared characteristic is

given by:
2

HLpp(jw) 1 + e2 C(W) (2.8)

where CN(W) is an Nh - order Chebyshev polynomial and e indicates the degree

of ripple.

In this example the -40 dB gain translates to M = 10- 2 for the desired

filter frequency response in the stopband, i.e., we want IH(jw)I < 10-2 or
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IH(jw) l2 < 10'. The design specification for 1 dB ripple in the ripple band

corresponds to a value for e of 0.2589.

Making an initial guess for the filter order of N = 2 yields:

k() =1 + 0.2589( 2W - 7.4(2.9

1 = 4.01 x 10- 4

1 + 0.2589 (99.12 - 1)2

which is not less than 10- 4.

Proceeding further with N = 3 yields:

H3 (jw) = )2

1 + - w =7.04 (2.10)

=1 2 = 2.044 x 10 - 6

1 + 0.2589(1395.65 - 21.12)2

which is less than 10-4 .Therefore, the design needs can be met using a third-order

Chebyshev lowpass prototype filter.

Step 4: Obtain the transfer function of the third order lowpass prototype filter

with 1 dB ripple. Looking at Table 2.3, yields the following prototype

transfer function:

+ 1.28s +0.491 (2.11)H~pps) s3+ 0.988s +t 1.238s + 0.491

Since this is an odd order filter, the constant 0.491 in the numerator was

selected to make IH(jO)I = 1. Recall that for Chebyshev filter design, the constant

K in the numerator of the lowpass prototype filter is selected on the following basis:

for N odd; H(jO) = 1 I 1 (2.12)
for N even; H(jO) ( 1 + (21/2
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TABLE 2.3

CHEBYSHEV - PROTOTYPE DENOMINATOR POLYNOMIALS

(Table due to Reference 4)

0.5-dB Ripple Chebvyshev Filter (e = 0.3493)

I s + 2.863
2 s2 + 1.425s + 1.516
3 ji + 1.253s2 + 1.5351 - 0.716 (s + 0.626):2 + 0.626s + 1.142)

4 T4 -4- 1.19 7s3 - 1.7171l -+- 1.025s + 0.379 - (sz -t- 0.3511 + i.064Xz + 0.8451 + 0.356)

5 ss - 1.17251s' -o- 1.9374S -.- 1.3096s2 -4- 0.7525s + 0.1789 "
(s - 0.3623)((s - 0.1120)2 - 1.0116211(f -, 0.2931)0 2 + 0.625221 -'

6 s6 - 1.l592s - 2.1718S4 - 1.5898s] + 1.1719s2 + 0.43241 + 0.0948

[(s - 0.0777)2 - I.00852][(s - 0.2121)2 -,- 0.7382z21(s -!- 0.2898)2 - 0.270221

7 S7 , 1.1512s6 - 2.41265s - 1.869.4s' + 1.6479s3 - 0.7556:2 -& 0.2821s + 0.0447

- 0.2562)((s - 0.0570)2 -t- 1.0064']L(s - 0.1597)2 + 0.8001:][(3 -r 0.2308)- -.

0.4479:1
8 s - 1.146W' -- 2.6567.r 4. 2.1492s

s - 2.184 0 s4 + J1486s] - 0.5736s2 +

0.1525s - 0.0237
[s - 0.0436)- - 1.005011[(s - 0.1242)- -r 0.8520:][(s -, 0.1859) z -r 0.569321

[(s -- 0.2193)' - 0.1999]
9 s9 - 1.1426.0 - 2.902747 -- 2.4293s6 - 2.7815s

s - 1.6114$4 + 0.9836s3 +
0.3408s- - 0.0941s - 0.0112
( - 0.1984)[(s - 0.0345)2 - .0.40][(s -t 0.0992)- + 0.88292][(s + 0.1520)z +
0.6553'1[(s - 0.1864)z -1- 0.348721

10 s1 - 1.1401s' -i- 3.14995' -L. 2.7097s7 4- 3.4409s6 - 2.1442s
s -4- 1.5274s' ,

0.6270s] - 0.2373s- - 0.0493s -- 0.0059
[(s - 0 0279) z  1 .0033:][(s - 0.0810)2 - 0.90512 1((s 0.1261)2 + 0.7183:1

[(s -- 0.1589): - 0.4612:]L(s -, 0.1761) . 0.1589:]

I.
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TABLE 2.3 (Continued)

CHEBYSHEV - PROTOTYPE DENOMINATOR POLYNOMIALS

1.0-dB Ripple Chebyshev Filter (e = 0.5089)

1 -1.308
2 s - 0.804. - 0.637
3 Pi - 0.738.0 - 1.022: - 0.327 = (s - 0.402)(s - 0.369s - 0.886)

4 s' - 0.716s - I.256s
" - 0.5171 - 0.206 - s - 0.210t - 0.928)(0 - 0.506s - 0.2.I)

5 s s 
- 0.7065s4 - 1.4995s] - 0.6935s2 - 0.4593s - 0.0817

(s - 0.21831((s - 0.0675): - 0.9735:1[(s - 0.1766)- - 0.6016:"]

6 s6 - 0.7012s - 1.7459s' - 0.8670sj -0.7715s; - 0.2103s - 0.0514

[(j - O.0.70) -. 0.9817:11(s - 0.1283)- - 0.71S7-[(s - 0.1753)- - 0.2630:1

7 s - 0.6979s, - 1.9935s5 - 1.0392s 4 - 1.1444sJ - 0.3S25,-S - 0. I1 WiIs - 0.0204

(s - 0.1553)[(s - 0.0346P2 - 0.986711[(s - 0.0968)- - 0.7912:][s - 0.1399) -

0.4391 :]
8 sl - 0.6961j7 -- :.423s' - 1.2117s

s - 1.5796s' - 0.5982s-  - 0.3587s- -

0.0729s - 0.0129
[(s - 0.0265)- - 0.9898:][(s - 0.0754): - 0.8391 :][(s - 0. 119)" - 0.5607:1

Ys - 0.1332): - 0.1969:]

9 s9 - 0.6947s$ - 2.4913s" - 1.3837.' - 2.0767.' - 0.8569s' - 0.6"345 s )

0.1644s: -- 0.0544s - 0.0051
(s - 0.1206)(Is - 0.0209)- - 0.9919:](s - 0.0603): - 0.8723:](s - 0.0924):

-- 0.6-974:1(. -- 0. 11341 - 0.3445:1

i0 :'o - 0.6937sg - 2.740oss -1 .5557x7 - 2.6363s "- 1"1585" s - 1.0389s
"

0.3178sJ - 0.14-40s: - 0.0233s -!. 0.0032

[(s - 0.0170)2 -- 0.993-1[(s- 0.0767): - 0.7111[(5 0.0493): - 0.8962:]

1(s - 0.0967) - 0.4567:11(* - 0.1072)z - 0.1574-]

2-dB Ripple Chebyshev Filter (e = 0.7648)

1 f + 1.965
2 s:.1.098s- 1.103
3 P3 . 0.988s' - 1.238s - 0.491 = (s -- 0.494)(s - 0.490s - 0.994)

4 S' - 0.953s3 - 1.454s: - 0.743s -- 0.276 W (2 - 0.279s - 0.987)(s - 0.6741 - 0.:79)

5 st .0.9368s' - 1.6888s - 0.9744s: - 0.5805s - 0.1228

(s - 0.2895)(s - 0.0895)1 - 0.9901:]1(5 - 0.2342)2 - 0.611921
6 s6 - 0.9282*s - 1.9308s: - 1.2021P' - 0.9393s- - 0.3071s - 0.0689

[(s -- 0.06221z - 0.9934:][(t - 0.1699): - 0.7272:][(s - 0.2321)- - 0.2662:1a

7 s7 - 0.9231* - 2.1761s - 1.4288s' - 1.3575sJ - 0.5486s: - 0.2137s - 0.0307

(s - 0.2054)1(s - 0.0457)2 - 0.9953:11(1 -, 0.1281)- - 0.7982:11(s - 0.1851): -
0.4429:

8 s - 0.9198s7 - 2.4230s6 -:- 1.6552W *; 1.8369S4 - 0.8468j] - 0.4478.: -

0.1073s - 0.0172
[(s - 0.0350)2 - 0.9965211(1 - 0.0997): - 0.8448:11(s - 0.1492): - 0.564421

[0 - 0.1759): - 0.1982:]
9 Y9 - 0.9175sl - 2.6709s - 1.8815s,' - 23781 s - 1.2016s4 - 0.7863s' "

0.2442*: - 0.07061 - 0.0077
(s - 0.1593)((s - 0.0277): - 0.997221[(s - 0.0797): - 0.8769:1](s - 0.1221): --
0.65091)( - 0.1497): - 0.34632]

10 .0c - 0.9159:' - 2.9195s - 2.1079s' -2.9815s' - 1.6830s s - 1.2445j4 -

0.4554-0 - 0.1825.2 - 0,0345s - 0.0043
((. - 0.0224); - 0.9978:1[(s - 0.1013)2 - 0.7143:1(s - 0.0651)- - 0.9001:]
[(s - 0.1277): - 0.4586:1[(j - 0.1415)2 - 0.1580:1
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Step 5: Convert the lowpass filter prototype to a bandpass filter prototype.

From Table 2.1:

HBp(s) = H IL pP 2+)

0.491 (2.13)
=(o.,)3 + 0.988 (-2+1 ) + 1.238 (-2+)+ 0.491

06 a06 a0.64s

0.129s3

s6 + 0.632s- + 3.507s4 + 1.394s 3 + 3.507S2 + 0.6325 + 1

Step 6: Determine the digital version of the transfer function using the bilinear

transformation.

HBp(z) = HBP(S)
-z+1

0.129 +1)3
_ _-, +4 ,

(z+l) +0.632 + 3.507 ( 1 394( +3507

+1.238 Z 1 +0.491

_ 0.011 (z 6 - 3z 4 + 3z 2 - 1)

z 6 + 2.153z4 + 1.786z 2 + 0.545 (2.14)

Step 7: Confirm that the filter design meets specifications by obtaining a fre-

quency response plot. Figure 2.4 indicates the specifications for a pass-

band of 1.26 to 1.88 rad with 1 dB ripple have been met.

Example 2.3 Elliptic Filter

A lowpass elliptic filter with the following specifications is desired:

9 passband ripple of 0.5 dB,

* passband ripple-edge frequency of 2 kHz,

* stopband gain should be at most -20 dB for frequencies greater than 4 kHz,

and

* sampling frequency is 20 kHz.
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Step 1: Convert the critical analog design frequencies to digital frequencies.

Sampling frequency: = 20 kHz

Passband ripple-edge frequency: fi = 2 kHz ==* w, = 4 x 1037r rad /s

Stopband ripple-edge frequency: f2 = 4 kHz => W2 = 8 x 1037r rad Is

0' =wjT = wl/f, = (4 x 103) 7r = 0.27r = 0.628 rad
20 x 103(8 x 103) 7

O92 =w 2 T=w2 /f ( 20x 103 = 0.6r = 1.88 rad

Step 2: Prewarp the analog frequencies in order to determine the appropriate

lowpass prototype filter.

' = tan(0'/2) = 0.325 rad/s

= = tan (0'/2) = 1.376 rad/s

Step 3: Determine the order of the elliptic prototype filter that meets the design

specifications. Find the ratio, R, of the stopband frequency, w', and the

passband frequency, w .

1.376"
R = 032-' = 4.234 (2.15)

0 .325

From Table 2.4b determine the prototype filter order and the resulting

transfer function. Looking at Table 2.4, it can be seen that a filter of

order N = 2 has a value for R of 2.76261, which is more than sufficient

to meet the design specifications.

Step 4: Obtain the transfer function of the second-order lowpass prototype filter.

Again, looking at Table 2.4, the prototype transfer function is determined

to be:

0.1s 2 + 0.5338
s2 + 0.8094s + 0.5667 (2.16)
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TABLE 2.4a

ELLIPTIC FILTERS

Generalized Transfer Functions

(due to reference 5)

N=2
sH2 + Ao Hos 2 + HoAo,H2(s) =HO 2 B 2= ~ + 0

s 2 + B11, + Bol 3
2 + B1, s + B3ol

N=3
Ho s2 +AO,

H3(s) = s +s 2 + B 1 s + Bo

Hos 2 + HoAo,
H(s) = s3 +(BI +So)S 2 +(Bol + B 1 so)s + Boso

N=4

H 4 (s) = Ho• s2 2 +A) (S 2 + A 02)

2+B1 1s+Bol S2 +Bl 2 S+Bo2

Hos 4 + Ho (AoI + Ao2 )s 2 + HoAo A0 2H4 (5) = S4 + (Bll + B 1 2 )s 3 + (B 0 2 + Bll B 12 + Bl)S2 + (BilBO2 + Bol B1 2 )s

+ B 0 1 B 0 2

N=5

H, (S) = s+(Hos
4 + Ho (Aol + A0 2 ) s 2 HoAo Ao2

S5 + (Bi+B12 +s)S4 + [B0 2 + BlIB 12 + Bol + Biso + B12SolS 3

+ [Bi Bo2 + BoIB 12 + Bo2 so + B1 1 Bv2so + Bols o l s2

+ [BolB 02 + B11 B0 2so + BoBi2so]S + BoBo2so
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TABLE 2.4b

ELLIPTIC FILTERS

(due to reference 5)

H%

fai Passoano niowe: 0.5 08. sto ,ana gains. - 20. - 30. - 40. - 50. - 60. - 70 dB

Passoano npple - 0 5 08; stopoand gain - - 20 08

N A, 8, 8,, Hoo il %

2 I 5 33789 0 56tA" 0 m1139O 0 I0M220E -. M) 2.76261

1 I "56.40 0 9018321 0l 359160 0.306214E -IM0 1.42189
0.667292'

' 4 1X1)5 0 h1195 0931959 .10219E - OW 1.13198

I 21841 0 927132 o 136543

I I 65076 111277N7 ) 41281h 0 303;95E - Wo I 04465
I 11721 0 5714&0 0(I49395 0 667292

I 4 36790 0.611899 U933955 0.1[0219E 1000 1.01053
." I 19241 0 934X30 () 156221

1 02486 0.991620 0,017576

I I 6 4191 0 82(]192 0411652 0 303961EC -'1) 1.00545
2 I 0141) 1 0 97h.47 1116394 0.66729.

I CA1870 I) 9%f6691 o U06219

.I 11611,1. 0933.186
"  

U. IlMI92E -10) 1.00192

I 19207 0 9341428 -' 15h549
3 1 112213 Q.991634 1) 020W51
4 I 1 M106 099827 0.002197

I I 6.4"27 11.928(M7 ) 413695 0.303796E -tA30 1.00068
2 I oh6%,A1 () 976512 o) o5515 0 667292

: tA)77q 0 997(1. tj m117043'
I W 0011)9 II Om Q959h t)u0775

Passoano nople = 0 5 d8: stopand gain = -30 d8

N A, 8,8 B.. N1 so

2 '4 51248 0 318702 0.b3980
7  

0.316294E-01 4 880

I 2 46997 0 597384 0 392044 0.12187E .E 000 1.92322- 0.5)1761

h . 6 03 0 398946 0 822201 0 316297E -001 1.32446
2 I 47114 0 79$764 0 191032

2 144m) 0 6.1724 4g0774 0. 1 IM407E m1810 1.12912

2 1 16112 01907216 ')0OSOO 0511701
1 t 38229 0 402050 0 28822 0.316296E-01 I1 05394
2 I 39690 0 9126821 0 237025
1 1 07474 0.958727 01039181

1 2 13419 0.650591 0 484325 0 11 701E -(XO 1.02299
1 I 15171 ) 20795 1) 108419 0 511761

I i 03168 0 981925 01017159

1 7l1 ) 402154 0 8290,2 0 316289E -1631 I 00989
1 3,394 0 827819 o1:39M63
I U(001 0 lh6.,198 0 048(M3

4 1 01359 o99213' 0 107464

I 1 11409 11 65063h 0 49444 o1 II8h3E - 11 I 00427

2 I 1 070 0)921256 0 1(9144 0.511761 '1
3 I 12680 0994652 o0211)5
-4 I 193586 0 996599 o 003238
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TABLE 2.4c

ELLIPTIC FILTERS

(due to reference 5)

Passoand riplDe 1 dB, b-oiOana gains - 20. - 30. - 40. - 50. - 60. - 70 dB

Passband ripple 1 ,dB; slopOand gain - - 20 dB

N 8, B,, Ho,

2 4 42342 0 4723
1  

(( 676727 A) IMI()J(.15- M (1ill 2 32474

I 5(165 0.791)224 0 212927 0.21410I1iO - (8l I 10797
o 565161

4 1 11475 0.516631 0 76$217 U IXJIS.L 0(10) I 09029
- 1 15956 0 92657 o 09Y029

1 1 51(52 0 (((4(49 (i 3I11242 ( 27YN29 .0(1O I 02(26
. I (m)(86 0 975703 0 32771 0 565 16K

I 3 N1(173 0 537071 ci 769017 0 ((1(41-.* (X110 I (INM2
2 1 (4167 0 9.114 110761
3 1I ((5 0992101 0 010654

1 151782 0.018242 0 3162
"  

0 27YM14 IO ( 02910

1 (14421 0 977941 (036573 U.565 1I

I (M47 0 997446 0.003444

I 3 801 6 0.537076 0 76922 0. 1(1M185E -(X) I (*XX)Y3
2 1 4350 0 93326 0 (((1(1

1 (1(040(5 0 9921134 0 01181(
4 i 00160 0 4176 00 l I I I

1 I 51 12 ((01099 0 31714 0.27Y611E.2(1M I ((.10
1 1 (4421 0 977916 ((((3664 0 56561

11145 0 9976)w 0(((03(45
4 1 (1x)52 0 ~1T4 ( (O(35

Passband rimole v I d8. slopoand gain - - 30 dO

N AB,, 8o alls 1

2 7 815 0 279699 (531632 0 3162M4L - (XI 4 ((0423

220291 0 (1659 0 1311981 0II 1 3223E - (ft 1 73254
( 4. 07Mo

45 72672 0 341.11 0 (61211( 0 362162 -001 1 25040
I 3762 0)103477 0 149%47

1 I 96914 0 633529 0 WWI119O 0 11I11 XO (IM (60554

2 I (1(111 0 9144)'i ( 0(1.4,12 043(OUll

I S 67741 o .M(114 I 6707 (I 116278L.01(l ((179

2 I 1(626 (((12(467 oI 17Y713

3 1 (M468 0 9601)4 w 027111

I 96. 2 ( 6141 Im-A I 11M605 II (11231. * M) 1 01536

1 1187( 0 925172 ((077672 0 410701
1 02200 0 95162 00 (11)1

I 5 67614 0.350237 0 6(1719 0 316265F -(WI (0625

2 1 31463 0 129171 0 18(0623

3 1(4690 0 6003 0 032478

4 1 (W891 0 9939(1X o (0(X1459

I (96111 1 614%4 o(16117 0 111 IO9E. - (X11 (X)255

2 I 11(4 ( 926117 )(07XO1 (( 4307(1
3 1 l(m l (( 9X7211 ( ((1((33
4 1 (1(1h4 0 915 ()(((1111141
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TABLE 2.4d

ELLIPTIC FILTERS

(due to reference 5)

Pauhano ropie. 2 038. siooa gains:- 20. - 30. -40. - 50, *60, -70 d8

Passbana rie 2 08: slooan gain - 20 d8

N A,, 8,al /s.

to% 0 06 ) 593 3 537326 0) 100103lE 3993 1 94332

1 42919 0) 793319K3 0 20.3)9 ().154443E .199) 123)00
(I 4599

4 :1502 0 4)4623 I 5972M u.I OU I WE +14 .X) 105569
2 1 0765 01 9 13564 0 3363595

1 14 3933 31907116 o 223995 1) 25387ME + 399 1 01567 9.
1 014276 Q)981)370 1) 0 1 M69)) 3) 458g999

1 25657 0) 48f" 17 0)597679 0) oufO2E * 39) 1 ()"M7
I ly9)' I o 940296 '33364)7
I (X93344 1 1194i;2 339MA519h

I Z9)96 3 1) M3)4 0) 2214146 11 2533YE -19) 1 (0132)H

2 I1 IOX24M 4..a 11 332036 14599
N )242 "89942m 1) IM)1551

12573h 0.4)63)4 0 597662 3) I))IE -34 [341.0037
1 nw 139) 0.9")271 O.O369493
1 (NO7)2 0.9949%94 0.WX5x33'

4 1 3)4069 0.99954H 33.3930446

I) Iqls 31 1107065 0 2241)) 251419E fxm9) 1309)))1
2 3 'I5 9%_24 4- .3 3VII4)' 1 459999

1 332 I)3 '1)M41) ') 19)696
x l.(1 33 '9471 . 3))) 2.)

PassOand rij). 2 (18. StoOand gain -30 08

N . A., 81 8 Ho so 0I.

"4'4) 1 3 1 255474 0 433953 1).316259E -394) 24235

*I 147391 i) iq'i)71 o2.1)1474 1) 3339 )3E- (I' 556,M)
-13459214

4 3)1X 1 t1204 o3517'91 3) 3162S)1E -t911 I 389)0
2 I o15 M921%16 ) 3)356w

I1 1 0,.1) AM 0 95641 11 10)2947E - (339) I Oh)594 p
I W3)1)A 0 92727)) 00(4270)2 3 34592M

3 976S 1 1331) i539562 I3 11615 9F. - M) I I 024N)
2 4--6 3) 84115M9 1 24NO5 4

1?2 0 3 2 65-40 '.296656 1) 330292033. -,Nx3 1 39)29

113431 3)9993 24 I336.9

4 q' 1 333 4541 .35 %0N)9 3 1)62 3)2k - 34(3l 3 )5
2 I 74rW4 33 8.14111 1) 12.)0)7 .

'''254 3) 975317 3i)14)424
I W14) 11 9Y5947 31) m.43m

0 Wxl. 33 104t' '374S2
1123 44X.4 1447 (3Xk)4)10
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Step 5: Find the analog transfer function of the desired filter based on the lowpass

prototype.

This is done by finding a scaling factor, a, to convert the lowpass proto-

type's cutoff frequency, Wlp, to the desired cutoff frequency, wl.

For the prototype:

R = 2.76261 ; wip = 1/v'R= 0.6016

For the desired filter:

w, = 0.325

Therefore, the scaling factor, a, is:

0.6016
a = wIP/wi = -. - 1.85 (2.17)0.325

Thus, the actual transfer function, HLp(S), can be found as follows:

HLp(S) - HL p(S) - HLp (S)
8as = 1.85s

0.1 S 2+ 0.5338
S2 + 0.8094s + 0.5667 .85 (2.19)

0.1(1.85S)2 + 0.5338

(1.85s)2 + 0.8094(1.85s) + 0.5667

_ 0.3423s2 +_0.5338

3.423s2 + 1.497s + 0.5667

Step 6: Determine the digital version of the transfer function using bilinear trans-

formation.

HLp(z) - HLP(q)

0.3423(z -1/z +1) +0.5338

3.423(z - 1/z + 1)2 + 1.497(z - 1/z + 1)+0.5667 (2.20)
0.8761z 2 + 0.383z + 0.8761

5.487z 2 - 5.7126z + 2.493
0.1597z2 + 0.0698z + 0.1597

z2 - 1.0411z + 0.4543
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I

Step 7: Verify that the design meets the specifications from a frequency response

plot (Figure 2.5).

2. Summary

This concludes the review of the use of the bilinear transformation to

design recursive filters based on Butterworth, Chebyshev or elliptic analog pro-

totypes. As can be seen, this method is very involved in terms of algebraic ma-

nipulation. The following sections will introduce the direct design technique. It

will be shown that the direct design procedure reduces considerably the amount of

algebraic calculations required, and eliminates the somewhat confusing procedure

of prewarping.

C. DIRECT DESIGN TECHNIQUE

The direct design technique is based on the bilinear transformation in the

*following manner:

The tables of coefficients for analog lowpass prototype filters, i.e., Butterworth -

Table 2.2, Chebyshev - Table 2.3, and elliptic -Table 2.4, were converted to z-

domain versions through the use of the bilinear transformation, and can be shown

to have a critical frequency of ir/2. The reason, as stated in Section A, is that

the analog prototype filters comprising these tables all have a critical frequency of

wc = 1. For the bilinear transformation, the following substitution for s is used in

the analog prototype transfer function to convert it to a digital prototype transfer

function:

z-1 l+s
S- or (2.21)z+l1 1 -s

An analog critical frequency of s = jw c = jI implies:

1+jwC  1 +j
-jw, -1 * (2.22)
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since z = e-9 , this gives:

_1+j -
_ = ei"-/ 2  (2.23)

Thus, it can be seen that an analog critical frequency of wc = 1 yields a

digital critical frequency of 9C = 7r/2. Tables of prototype filters were thus created,

specifically, Butterworth - Table 2.7, Chebyshev - Table 2.8 and elliptic - Table 2.9.

The use of these tables to design a digital filter based on analog specifications

involves the following generalized steps. To further illustrate the technique, a

detailed description of its derivation and use, including examples for the various

filtei types, will be presented.

1. Direct Design

Step 1: Determine the appropriate desired filter type based on the design speci-

fications, i.e., Butterworth, Chebyshev or elliptic.

Step 2: Convert the analog filter frequency specifications to digital equivalents.

Step 3: Use the digital-digital frequency transformations of Table 2.5 to normal-

ize the desired filter's design frequencies, so that the appropriate lowpass

prototype filter may be selected.

Step 4: From the normalized design frequencies obtained in Step 3, determine

the lowpass prototype that meets or exceeds these requirements.

For Butterworth and Chebyshev filters - this is done using the design

curves of Figures 2.8 and Figures 2.10 - 2.12.

For elliptic filters - Table 2.9 is used.
PI,

Step 5: Obtain the actual filter transfer function from the lowpass prototype, 01

based on the digital-digital frequency transformations of Table 2.5.
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TABLE 2.5 p

DIGITAL FILTER FREQUENCY TRANSFORMATIONS

(Due to Reference 2)

I-

k

T.Ue Transformation Design Constants

(Replace z in LP digital

prototype with)
Si,,(Gc /2-'€ /2)

1. Lowpass a = sin(Oc/2+e/2)
I - as oi (eC /2 - e' /2 )

2. Highpass Z a cos(9c/2+' /2)
1-ax cos(19C/2+0' /2)

z 2 co9(9./2+W,/2)3. Bandpass , a =

I- Z+ zcse'2 6'2

k =tan -cot (0./2 - 0'/2)

4. Bandstop z - ; " z+ a co9(('1/2+i/2)_Z- Z- + I -J Z2= o("I 2

k= tanf tan (0./2- 0./2)
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As can be seen from the previous design summary, the crux of this method

is the use of the digital-digital frequency transformations of Table 2.5, which merit

explanation [2].

These transformations enable the user to convert the lowpass digital pro-

totype, HLPP(z) (be it Butterworth, Chebyshev or elliptic) to the actual lowpass

(LP), highpass (HP), bandpass (BP), or bandstop (BS) filter transfer function.

The transformations provide a means of transferring the stability, inherent

in the prototype filter, to the actual filter; that is, the poles of the actual filter will

lie inside the unit circle, as they do for the prototype filter. For this reason the

frequency response of the lowpass prototype filter at a specific frequency of 0', must

be the same as the desired value of the frequency response of the actual filter at

its corresponding frequency of 6,.

HLP, (ej*) = HT!pe (,ejoa) (2.24)

where,
wee = prototype frequency

0' = desired filter frequency

Type = LP, HP, BP, or BS

For example, when transforming a lowpass prototype filter to a desired

lowpass filter, one wishes to maintain the integrity of the magnitude characteristic

of the prototype filter, while expanding or compressing the frequency scale so that

the critical frequency is changed from the prototype value of 0, = 7r/2 to the
t

critical frequency of the actual filter 0", (see Figure 2.6).
aC

According to Table 2.5, this involves the following substitution for z in

the lowpass prototype transfer function.

Z = a (2.25)1 - a~z
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Lowpc$ass Pr ccype 9Lowpass

1.0 l.0
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Figure 2.6. Lowpass Prototype - Lowpass Transformation

For the critical frequency of the prototype, Oc, to map to the critical

frequency of the actual filter Oe, the following must be true:

Substituting, eji9c = z on the left in Equation (2.25), and e~9c = z on the

right gives, = -(
1 -- aej =Cl~q (29.26) :

and solving for the design constant, a, yields,

sin (9c/2 - 0'-/2)
sin (OC/2 + 01/2)'

Similar arguments apply to HP, BP, and BS filters.

Thus, the transformations of Table 2.5 accomplish the appropriate map-

ping from the lowpass prototype digital ffiter to the actual filter, and ensure that

stabilty is maintained.
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2. Butterworth Filters - A Direct Design Approach

The design curves shown in Figures 2.8a - d, describe lowpass prototype

filters with a critical frequency of 0, = 7r/2, and of order N = 1 through N = 8.

Higher order filters can be realized by cascading the appropriate lower order filters

characterized by these curves.

The curves were constructed by using the s-domain version of the But-

terworth fiter coefficients for N = 1 through N = 8, and then determining the

z-domain version of these transfer functions through the use of the bilinear trans-

formation and the conversion tables obtained from Reference 3, (see Table 2.6).

These tables establish the necessary relationships between the coefficients of an

analog filter and its digital counterpart.

a. Generalized Analog Transfer Function

His) = Ao + Als + A2S 2 
+ ... + Aks k  (2.27)

Bo + Bis + B 2s 2 +... + BkSk(

b. Generalized Digital Transfer Function

H(z) - ao + az -1 + a2 Z- 2 + ... + akz - k (2.28)
1 + blz-1 + b2z- 2 +... + bk z-

For example, in the case of N = 1 the bilinear transformation digital

filter coefficients, in terms of the analog filter coefficients are:

A B0 + B,

a0  (Ao + A)/A
a, (AO - AI)/A
bi (Bo - Bj)/A

Note: C is the critical frequency, w, = 1.

For a first-order Butterworth prototype filter described by:

1
H(s) = S+ (2.29)

s+1
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TABLE 2.6

BILINEAR TRANSFORMATION DIGITAL FILTER COEFFICIENTS

IN TERMS OF ANALOG FILTER COEFFICIENTS

(due to reference 3)A8+, SZ28C

A 8 0.91 C.B2 C2  so (A0*.A, C4.AZC 24A3C 3) /A

A 0..1  0 (AC+A,CA 2C2 )/A 01 (3A0 +AjC-A 2 C2 -3A 3 C 3 1/A

*o(A+61/A' (2Ao-2A2C2 )IA 02 (3A 0-Al C-A 2C2 +3A3 C
3 3 /A

62(A0 -A1 Ct£2C2?/A 03 (A0-AC.A2C2-A3C3 )/A

bi (2130-292C2) /A bi C3B 0 .8, C-82C
2-38%C3 / A

b, (80 -SC2 A
b2  ( 80 -q1C,8 2 C2)/A b2 (360-8,C-6ZC2 e-M;3 1A

(I st order) rdr.b 3  (80-8,C4.8C 2-B1 C3 )/A

(3rd order).

A e0_ajC#S 2C2-q3C3-e4C' So 819C+8 2C2-e 3C3 +84 .e,C5

CIO (A0 1.A.C4A2 C
2 -A3 C3 -A.C42/A Go (A0+ACA 2 C24A 3C

3
4.AdC 4*A,C5)/A

01 (4A0 .2A*. C-ZA 3C3 -4A.C
4 

/A 01 (510 3A. C4A2 C
2
-A3C'-Z.A.C'-SACS2I/A

a2 (6A0-ZA2 C
2 
.6A.4 2/A 82 (I0A..ZA, C-2A%2 C

2 -2A 3 C' *ZA. 0A5C 5) /A

03 (4A 0 .ZA,C.2A3C3 -4AC'/A 03 (IOA0-2A,C-ZA2C24.ZA3C+2A. 4 1A.30)/A

aW (Ao-A, C+A2 :
2 
-A3C-

3
.. 4')/A @4 (5A0 -3A 1C4A2C2+A 3C3 -3A 4 C45A5C52/A

b, (4%-289. C-Z8 3r_ -484C'! /A 05 (Ao-Aq C4A 2 C
2

-A3 C
3 +A 4C' -A5 C

5
) IA

t, (68k-Z~m2 -.2 68.C) /A bi (5BOi+39,C+8 2C2-85C
3
-38.C' -595C

5 
2/A

t,3 ( 4 80-28 1 C 42 3C3 -46,4 1~ /A b2  (100.,2C-2!2 C2 -283C
3 +24ZB4'IOBSCS)/A

b. (130-8,C*B 2C2-iaCC3+8dC')/A b3  (1C6 0-13,C-2 2C2,Z9 3 C3 +28 4C"-t085CSb'A

b. (58 0 _38, C4+& 2C2 ,63C 3-38 4.C44585C5 )/A
(4th order) b5 (80 -81C+8 2 C

2 -83C3+94C'-6 5C 5 )/A

(5th order)

the values for the digital filter coefficients are:

A 1+ 1 =2
a0  (1 +0)/2 =0.5

a, (1 - 0)/2 = 0.5
b, (I1-1)/2= 0

The transfer function H(z) is therefore:

H z)=0.5 + 0.5z- 1  H z)=0. 5z + 0.5 (.0
1 z

A plot of this transfer function is illustrated by the curve (N =1) in Figure 2.7.
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Table 2.7 is a summary of the analog and digital versions of lowpass prototype

Butterworth filter transfer functions for filter orders up to N = 8.

To illustrate the direct design approach the design problem of the

previous section will be used (Example 2.1), where the problem statement was:

Design a digital filter for a 20 kHz sampling rate that is flat in the

passband of 0 to the 3 dB cutoff frequency of 2 kHz, and has a gain of not more

than -10 dB for frequencies greater than 4 kHz.

Step I: A Butterworth design is called for because a flat passband is desired. I

Step 2: Convert the critical analog design frequencies to digital.

Sampling frequency: fm = 20 kHz

Cutoff frequency: fc = 2 kHz = wc = 4 x 103 r rad/s I

Stopband frequency: f, = 4 kHz =€ w. = 8 x 10ir rad/s

of =W T=w =~ (4 2x10 = 0.2r rad' C w C I of. 20 ( x 10

_(8 X10 3 ) 7r20x103 -'0.47r rad

Step 3: Since the "design chart" is based on a critical frequency of Oc - ir/2,

digitized design specifications need to be normalized to this frequency,

so that the order of the required lowpass prototype filter can be deter-

mined. For this process the following frequency transformations apply

(from Table 2.5, prime denotes desired filter).

* Prototype filter from desired filter:

ej*' - a
- 1, (2.31)
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TABLE 2.7

LOWPASS PROTOTYPE BUTTERWORTH FILTER

TRANSFER FUNCTIONS

(due to reference 4)

Filter Order

N HLp() HLp (Z)

1 1 0.5(z+)

1 (z+1)2
a 1+ 1.4142.+1 3.41 z2 +0.59

1 (z+1)33 +2a2+2s+l 6z+2z

1 (z+1)444

84+2.6131 a3 +3.4142s2 +2.6131 8+ 1 10.6383z 4+5.17z2

5 1
as +3.23614 +5.23618s 18.94z6+1 1.996z3+1.0549z

+5.2361 2 +3.2361m+1

s B+3.8637.+7.464184+9.141683 +7.464182 33.797z 6 +26.284z 4 +3.86z 2 -0.0592

+3.8637a+1

7 7+.90s 1978 +F4 -i)
8 +4.494086+10.09788+14.5918S4 60.367z7+55.537z5+11.633z 3 +0.4624z

+14.5918a3 +10.0978 2+4.494089+1

8 1 (Z+1)8
8 .a+5.125837 +13.1317.6 +21.846285 107.896z8+1 14.438z6+31.496z4

+25.6884a4+21.846233+13.137182 +2.162 z 2+0 .008

+5.1258a+1
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* Desired filter from prototype filter:

-jg +i'~ II1jO + O-

where (2.32)

sin (9c/2 - 6' /2)

a = sin (0 /2 + 0 /2)

O'c and 8' are the critical and stopband frequencies (respectively) used to

determine the optimum prototype filter order. ,

Equation (2.31) is applicable to this problem, and thus:

Oa =?

0' = 0.4ir

8C = 0.5 r

t~c = 0.21r

sin (0.57r/2 - 0.27r/2)
a = sin (0.5ir/2 + 0.2r/2)

sin (0.15ir) 0.454
sin(0.35ir) - 0.891 = 0.510

Therefore,

ejO4,r -0.510

1 - 0.519e0 4 -"

0.97eil .779
0 .97 7 = e (2.33)

=€ Ga = 2.349 rad = 0.757r rad

Step 4: Once the normalized stopband frequency is obtained, (in this case 0.757r),

the design chart is used to determine the lowest order filter that will give:

-3dB at 0= 0.57r

less than - 10dB at 9a = 0.77r ,

k
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Turning to Figure 2.8, it can be seen that the curve for N = 2 meets

these requirements. At this point, it is worth noting that a second-order Butter-

worth filter was also determined to be required using the traditional approach in

the previous section.

In Table 2.7 it can be seen the prototype low-pass filter transfer func-

tion for N = 2 is:

(z + 1) 2  z 2 +2z+1
HLIp (z) 3.41z2 + 0.59 3.41z2 + 0.59

Step 5: Once the prototype filter is obtained from the design curves, it is neces-

sary to determine the actual transfer function that will meet the design

specification, such that 0' is 0.2ir and 0' is 0.47r.

Using the digital filter frequency transformations of Table 2.5, the

transfer function is determined as follows:

HLP(Z) = HLPP(z) z==

z 2 + 2z + 1
3.41z 2 + 0.59 -=51

1--0.5102

z2 + 2z + 1 (
14.84Z2 - 17.Oz + 6.14

which is the same transfer function obtained in the previous section.

Step 6: A computer generated frequency response plot of the filter is used to

verify that the design fulfills the design specifications; Figure 2.9 reveals

that this is indeed the case.

D. LOWPASS PROTOTYPE TO HIGHPASS, BANDPASS BAND-
STOP FILTERS

Once the lowpass prototype filter is obtained, a highpass, bandpass or band-

stop filter can be derived using the digital frequency transformations of Table 2.5.

In the next section, an example is presented that illustrates this process.
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1. Chebyshev Filters - A Direct Design Approach

As stated in the introduction to this section, this design approach is of

course applicable to Chebyshev filter design problems. Again using the bilinear

transformation techniques cited in [2], the digital filter coefficients corresponding

to the analog filter coefficients for prototype Chebyshev filters were determined.

The frequency responses of the resulting transfer functions listed in Table 2.8 were

then plotted to obtain a set of design curves with a cutoff frequency of 7r/2 (see

Figures 2.10 thru 2.12).

The design problem of the previous section will be used to illustrate ap-

plication of this new technique (Example 2.2).

The problem statement called for a Chebyshev digital bandpass filter to

be designed to meet the following specification:

.1 dB ripple in the range of 600 to 900 Hz

* Sampling frequency is 3 kHz

* Maximum gain of -40dB for 0 < f < 200 Hz

Step 1: Convert the critical analog design frequencies to digital:

Sampling frequency: = 3 kHz

Lower Passband frequency: ft = 600 Hz

Upper Passband frequency: f, = 900 Hz

Stopband frequency: = 200Hz

2(600)7r
=wtT = wt/f - = 0.47r = 1.26 rad

3000
2(900)rOu = wT = w,,/f= = 0.6r = 1.88 rad3000

0', 1 a a f 2(200)7"
= = w.f, =(3000 = 0.133r = 0.418 rad

Ripple band center frequency: 0' = /2 . 1.54 rad

0
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TABLE 2.8

LOWPASS PROTOTYPE CHEBYSHEV FILTER TRANSFER FUNCTIONS

(due to reference 4)
1/2 - dB ripple (6 = 0.3493)

N H(s) H(z)
1 2.863 2.863z+2.863

s+2.863 3.863z+1.863

1.43 1.43z2+2.86z+1.43
.3 s+1.425 a+l1.5 1W 3.941z3+1.032z+1.091

3 0.716 0.716z 3 +2.148z 2 +2.148z+0.7163 83+1 .25332 +1.535s+0.716 4.504 z 3-0.570 : 2 +2.360z-0.566
4 0.944 0.358 z 4 +1 .432z 3 +2.148z 2 +1.432 z+0.358s4+1.19733+1.717s2 +1.025s+0.379 5.318z4-2.828z 3 +4.840z 2 -2.140z+0.874

1 - dB ripple (e = 0.5088)

N H(s) H(z)

1 1.965 1.965z+1.965
s+1 .965 2.965z+0.965

0.983 0.983Z 2 +1.966z+0.9832 82 +1.098.+ 1.103 3.201 z 2 +0.206 z+1.005
0.491 0.491 z3 -+1 .473 z 2 +1 .473z+0.49 13 33+0.98882 +1 .238s+0.491 3.717 z3 -1 .277 z 2+2.247z-0.759
0.891 0.246z 4 +0.984z

3 +1 .476Z2 ±0.984z+0.246
34+0.953,0+1 .45482+0.7438+0.276 4.426z4-3.316z 3 +4.748z 2-2.476z.+1.034

2- dB ripple (E =0.7648)

N H(s) H(z)

1 1.308 1.308z+1.308
s+1.308 2.308z+0.308

2 0.506 0.506z 2 +1 .012 z+O0.506
32 +0.8048+0.637 2.441 z 2 -0.726z+0.833

0.327 0.327z 3 +0.981 z 2 +0.981z+ 0.3273 S3 +0.738 2 + 1 .022s,+0.327 3.087 z3 
-1 .735 z2 +2.221 z-0.957

0.164 0.164 z 4 + 0.656z 3 +0.984 z +0.656 -+0.164
4 34+0.7 16S 3 +1 .2568, +0 5178+0.206 3.695z4-3.574z 3 +4.724z 2 -2.778z+1 .229
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TABLE 2.8 (Continued)

LOWPASS PROTOTYPE CHEBYSHEV FILTER TRANSFER FUNCTIONS

1/? - dB ripple (c = 0.3493)

H(.) HWz

00 0 9040.5371'+ 134 3,4.179,' L N43'4 3740

. +1.151.-+2.413,-+1.86.+1.64.+.is6-7+.22.+.4s 97.M- .'-62f.L.741~2.3.42.09 1.6,..3. .2

*0 8 .+1.46.42.67,42.14R.2.184'41.14.30.6.74.- 11.31.24.06 44.5 .3478'+52.46;M;s.43V +1.24,'-.1

+0.1&U.+.024 +1.8418

1-dB ripple (c 0.5088)

H(s) Ell)

5 4.3?+ .6"'0.7.4..6.4.2 .0.-6 ., i.936,'-6.631: +3.725,- 1.236

.+0.923.-+2.176.-+1 .42l.41 d.40.4.7+.214..031 7.7.-024+2.4.2.20 2+21.12,-.2. 03
4.91 9.-i16

8 .920+ 2.4 23. + .1 +1 3 7 . s47+-. 44 V 0.1.5.-.2. 4193-06141.17'04l
+0.107.+.0.017 +-23.242 - 9.271 + 2. 1

2 - dB ripple (e= 0.7648)

H(s) f.U
______________________________ 0582,0 9. 12 7,040 7,24 0,4 4+0.07,+ .50Os + -141-+ .450. 0-624!44V,;!'. +"53 .!7i3'-.07.44.104.- 1.477

.4.0.701,.-.1.746.*4.0d ,.+0.772+O .+.1040.031 HIAMI-.64.+.0~- 1504, '. + 20. f .6Wr 4.1.79

0050 0.~0,'40143,40j.2&,t4074'+0 ?1454:'0424'+014300

,,+ 0.695,4.5.99484.1 .039.4.1.44.40.3t3'40.1674.0.020 641 4242,.2504~2.0, ME602-70&.+.6,-.6

.4.0.494. 4+2.242,4.1 .211.140-.4..5&,'40.359.' 0 772, -120.397 43.593 -52.7;74431'-261
4.0.073.a.0.013 4.75J.30s-10.441.42.615
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Step 2: Again, the design chart is based on a ripple edge frequency of ir/2, necessi-

tating the normalization of the design specification frequencies. Looking

at the Table of Digital Filter Frequency Transformations (Table 2.5), the

following frequency transformations apply for a bandpass filter:

Prototype filter from desired filter:

2O 8 k-i
e- k1 + (2.36)

eJO""-- - 20e iO 0 k-1 ej20'

1- j-9 + k+1 L

where:
cos (6'/2 + 9t/2)
cos (0'/2 - 9'12)

U I\

k =tan (0..,/ 2 ),cot -t

9, is the stopband frequency used to determine the filter order N.

0C is the ripple edge frequency on the design chart, in this case 0,= r/2.

For this problem:
O. =? -

a- 0.1337r

0- 0.67 r

0.4,r

, 0.5r

cos (0.37r + 0.27r) cos (0.5ir)
cos (0.3ir - 0.2ir) cos (0.17r)

k tan(nr/4)cot(0.1ir) = 3.07

6.

I'..
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Since a = 0
e--1 e j20

e ea2 8 a + T ej2 8. + 0.509
-k- I -j29' I+ (0.509)ej20,

1+k+1
° - 0.509 = 1394e - 2 "  ej 2 8 6  (2.37)

1 + 0.509e ° '.83 6  1.394e0 .282

O 0. = -2.86 rad = 2.86 rad (due to symmetry)

Step 4: Determine the lowest order Chebyshev lowpass filter prototype from the

design chart that gives:

- 3 db at 0¢ = 0.57r rad

less than - 40 db at 0a = 2.86 rad

Turning to Figure 2.11, the filter order is determined to be N = 3. Again,

this agrees with the order obtained using the approach in the previous section.

From Table 2.8 the lowpass prototype transfer function for N = 3 is:

H 0.491z3 + 1.473Z2 + 1.473z + 0.491 (2.38)
-HLP (z) - 3.717z 3 - 1.277Z2 + 2.247z - 0.759

Step 5: As with the Butterworth design, the Digital Filter Frequency Transfor-

mation Table 2.5, is used to convert the lowpass prototype filter to a

bandpass filter.

HBP(z) = HLpP (Z)
1.4-1 k-1

ZAL&L,+ A=.i,2
Ie+I k+1

0.491z' + 1.473Z2 + 1.473z + 0.491

3.717z3 - 1.277Z2 + 2.247z - 0.759
',0.012z 6 - 0.036z 4 + 0.036Z2 + 0.012 (2.39)

z 6 + 2.136z4 + 1.768Z2 + 0.540

Again, this is nearly identical to the transfer function obtained using the

"traditional approach".
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Step 6: Verification of design using a computer generated frequency response

plot. From Figure 2.13 it can be seen the design specifications of:

0' = 0.47r = 1.257 rad

0=. = 0.67r = 1.885 rad

0' = 0.133ir = 0.418 rad

are met.

2. Elliptic Filters - A Direct Design Approach

As was shown in Example 2.3, the design of elliptic filters is algebraically

intensive, an extremely undesirable feature, especially for high-order filters. Elliptic

filters characteristically exhibit a sharper cutoff, that is, a narrower transition width

for a given filter order than their Butterworth or Chebyshev counterparts. For this

reason they are very popular, making the pursuit of a more efficacious design

approach a worthwhile endeavor.

Just such an approach was found by taking the analog prototype filters of

Table 2.4 and normalizing them to have a passband ripple edge (critical) frequency

of one. They were then transformed to digital versions using the bilinear transfor-

mation, resulting in digital prototype filters with a critical frequency of 7r/2 (Table

2.9).

Thus, the amount of calculation involved in the design of a digital elliptic

filter is cut in half because the requirement for finding an analog prototype is

eliminated. The designer need only convert the filter design specifications to digital

frequencies, find the digital lowpass prototype filter that meets these requirements

(from Table 2.9), and then find the actual filter transfer function through the use

of the digital frequency transformations of Table 2.5.
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Two examples will be presented that illustrate this process; however, a

more detailed explanation of how the transfer functions of Table 2.9 were arrived

at is in order.

For purposes of explanation, a second-order filter with 0.5 dB passband

ripple, and a stopband gain of -20 dB will used.

Turning to Table 2.4, the lowpass prototype transfer function is of the

form:

S Hs2 + HoAoi
H LPP(S) = S2 + Blis + BOl

where,
Ho = 0.100220

Ao, = 5.33789

B01 = 0.566660

Bi = 0.809390

therefore,

0.1s2 + 0.5338
HLpP(s) = s2 + 0.8094s + 0.5667

This prototype has a value for R of 2.76261. The parameter R is the ratio

of the stopband frequency, w 2 p, to the passband cutoff frequency, wl, (i.e., R =

w 2p/ w 1 p). Thus, it describes the sharpress of the transition region. A large value

of R is indicative of a broad transition region, while, conversely, a small value

corresponds to a narrow transition region. As expected, the higher the filter order,

the narrower the transition region, and the smaller the value for R. Figure 2.14

(due to [5]), illustrates the magnitude squared frequency response of the normalized

lowpass elliptic filters of Table 2.4.

For this particular example, wip and w 2 , are subject to the constraint

that their ratio R be 2.76261. Furthermore, it should also be noted, the filters
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Figure 2.14. Magnitude Squared Frequency Response

of a Normalized Lowpass Elliptic Filter

comprising this table have been normalized, so that the geometric mean of wip

and w2, is one.

(wIPw2,) = 1 (2.41)

Combining these two constraints, the following relationships between w, p and W2p21

apply:

w 1,P =/v. 0.6016 rad/s (2.42)

w'P = VR = 1.6620 rad/s (2.43)

The goal of the direct design procedure is to find a digital parallel to the

analog prototype filters, and tabulate a table of digital lowpass prototypes.

Step 1 of this process is to normalize the transfer functions of Table 2.4

so that they all have a value for wIp of one. This is depicted Figure 2.15.

For this example: .

O.1s2 + 0.5338 (2.44)HLp,,(s) = s2 + 0.80941 + 0.5667 (4
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Figure 2.15. Normalization of Elliptic Filter

where

W = 1/v"-R = 11V2-.7626 = 0.6061

To normalize HLp(S) to Wp= 1, let 8 =s/v = 0.6061s

0.1(0.6061s )2 + 0.5338
HLPp (S) =(0.6061s )2 + 20.8094(0.6061s) +0.5667 (2.45)

0.0367s2 + 0.5338
0.3674s 2 + 0.4906s + 0.5667

* where now, w I = 1. and W2 p = R, since R = w2 p/wip.

The normalized analog prototype was then converted to a digital prototype

through the use of bilinear transformation.

HLp (Z) HL P1 ,(S)
, +1

0.0367(j )2 + 0.5338 (.6

0.367 (~ 2+ 0.4906 (-~)+056

1.575z'- 2 .75z + 1.575
a3. 91z 2 + 1.13z + 1.22

The digital passband critical frequency is 91P = 7r/2, since an analog

frequency of w1, = corresponds to digital frequency of 7r/2 when using the

bilinear transformatio01.
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Table 2.9 contains the compiled results of applying this process to some of

the analog prototype transfer functions of Table 2.4. As with analog elliptic filters,

special relationships exist between the passband critical frequency, 01, and the V
stopband frequency, 02p, of digital elliptic filters.

Using the digital frequency transformations of Table 2.5, the following

values for 91, and 02, are found based on the analog prototype values for wi, and

w 2 p.

For 0 1p,

- jl + 1 _ lej- w/4 leiw/2

-j + 1 -/(2.47)

01p 7r/2

For 02p,

jo ,= iR + 1 lej tan-' 1 R__ + 1 l .2 tan -

-jR + 1 le-jta.n-(-R) (2.48)

S02p = tan- R

Again, R is the transition region parameter described by the ratio of w 2 p

to w1 , of the analog version of the filter. Table 2.9 presents a summary of the

values for 01, 02p, and R for some of the digital lowpass prototype elliptic filters.

Example 2.6

Once again the design example of the previous section will be used to

illustrate the new direct design procedure. The problem statement is:

Design an elliptic lowpass filter that meets the following specifications:

* passband ripple of 0.5 dB

" passband ripple-edge frequency of 2 kHz

" stopband gain of at most -20 dB for frequencies greater than 6 kHz

" sampling frequency is 20 kHz.
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TABLE 2.9

ELLIPTIC LOWPASS PROTOTYPE FILTERS

Passband ripple = 0.5 dB ; Stopband gain = -20 dB

(due to reference 5)

N 01 R

2 1.5708 2.447 2.7626

3 1.5708 1.9157 1.9157

4 1.5708 1.6145 1.0447

5 1.5708 1.5862 1.0155

Transfer Functions

N H(z)

2 1.575z 2 
2.75z+1.575

3.91 z2+1.13z+1.22

3 1.276z3 +2.367z 2 +2.376z+1.276
4.626z3+0.008z2+3.030z-0.352

4 1.4179 Z
4 

+2.366 z
3
'+3.4362 z

2
+2.336z+l .4179

5.885z4 -1.0958z 3
+6.5858z2-1.0954 z+1.338

5 1.794z 5 +2.9512z 4 +4.8532z 3 +4.8532Z2+2.9512z+ .794
7.9516z5 -2.314 Z4 +12.7192 z 3 - 3.1856 z2 +4.9276 z - 0 .902
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Step 1: Find the critical digital design frequencies.

P_= 27rw1 = 27r(2 x 10 3 ) 0.27r rad =67

f. 20 x 103  
-

2p = 2r rw2 = 27r(6 x 103) = 0.6'r rad
fo 20 x 103

Step 2: To determine the filter order of the prototype filter, find a and 02p, which

are defined as follows from Table 2.5.

Sin (9c/2 - 9,P/2)
sin (9c/2 + Y'p /2)

where 0. is the critical frequency of the prototype filter i.e., 0, = ir/2.

Therefore,
sin (0.5r/2 - 0.2ir/2)
sin (0.57r/2 + 0.2ir/2)

- sin (0.7854 - 0.31416) _ 0.45399 (2.49)

sin (0.7854 + 0.31416) 1.09956

= 0.5095

Find 9 2p, the stopband frequency for the lowpass prototype filter.

eje2p - e'2P -a

1 1- ae)8 2p

Se 's  -0,5095
1 - (0.5095)ejl .855  (2.50)

1.255e 2-28 2

1.255ei0.396 5 = leJ2 .6 785

==;02p, = 2.6785 rad

Step 3: From the design chart (Table 2.9), determine the lowest order elliptic

lowpass filter prototype. Table 2.9, indicates that a second-order fil-

ter has a stopband frequency 02p of 2.447 rad, which meets the design

specifications. Thus, the lowpass prototype transfer function is:

1.575z 2 + 2.75z + 1.575
HLpP(Z) -" 3.91z2 + 1.13z + 1.22 (2.51)
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Step 4: Find the actual filter transfer function, using the prototype transfer func-

tion and the digital filter frequency transformations of Table 2.5.

HLP(Z) HLp (Z)
fi-az

_ 1.575z2 + 2.75z + 1.575 (2.52)

3.91z 2 + 1.13z + 1.22 __ - O 9.

0.5829z' + 0.2541z + 0.5829

3.651z2 - 3.8042z + 1.6593

or

HLP(Z) = 0.1596z 2 + 0.0696z + 0.1596 (2.53)
p2 - 1.042z + 0.4545

The transfer function of Equation (2.52) is identical to the transfer

function obtained using the traditional design technique (see previous

section).

Step 5: Verify the design by obtaining a computer generated frequency response

plot (see Figure 2.16).

To further illustrate this direct design method, an additional example

follows involving the design of a bandpass filter.

Example 2.7

A digital elliptic bandpass filter is to be designed to meet the following

specifications:

* 0.5 dB ripple in the frequency range 600 Hz < f 900 Hz,

* sampling frequency of 3 kHz, and

* maximum gain of -20 dB for 0 < f < 200 Hz.
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Step 1: Find the critical digital frequencies from the design specifications:

91 27rf, 27r(600)
t = 3000 0.47r = 1.25 rad

= 2rf - 2r(900)
= 3f, 000 -0.6ir= 1.88 rad

2irf 2  2r(200)
2p - =00 0.133ir = 0.418 radf. 3000

O = 0, = V/(1.25) (1.88) = 1.53 rad

Step 2: Again, since the design chart is based on a cutoff frequency of Oc - /2,

the design specifications need to be normalized to determine the lowpass

prototype filter from Table 2.9.

From the Table of Digital Frequency Transformations (Table 2.5),

the following frequency transformations apply:

Prototype filter from desired filter:

ej292p a 2 -+ k-I
ej0 -2p+ k+I (2.53)

.+I e p + +-1 ei2p

where:
cos (0' /2 + 0'/2)
cos (01/2 - 0'/2)

k = tan (Oc/2) cot (0' /2 - 0'/2)

2p is the stopband frequency used to determine the filter order, N.
.2p

OC is the cutoff frequency of the prototype filter, 9c = 7r/2.
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For this problem:

6p = 0.1337r

0' = 0.67r

91 = 0.4ir

0C = 0.57r

cos (0.3r + 0.2ir) cos(0.5)r
cos (0.3r - 0.27r) cos(0.17r)

=0

k = tan(0.57r/2) cot(0.6ir/2 - 0.4r/2) = 3.07

Step 3: Find 02p to determine the lowest order prototype filter that may be used.

Since ca = 0

e ej
2 02p + k-1 e j°2p + 0.509

eJ O2p k-1-. _. _I
k-1 j29',2

-±k 1e 1 + (0.509)e 'P

ej 0 8 3 6 + 0.509 1.394e - 12.58 (2.55)

1 + (0.509)e j O8 36 - 1.394ej ° 282

0 9 2p =2.86 rad

Step 4: From Table 2.9, determine the filter order of the prototype filter that

corresponds to the above value of 02p. It can be seen from the table that

a second-order filter fulfills the design specifications.

Again, the lowpass prototype transfer function is:

1.575z2 + 2.75z + 1.575
HLp (Z) ---- 3.91z 2 + 1.13z + 1.22 (2.56)
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Step 5: As in previous design problems, the prototype filter transfer function is

converted to the actual filter transfer function through the use of the

digital frequency transformations of Table 2.5.

= :
H B P= ( Z), H L P Z

_ 1.575z 2 + 2.75z + 1.575 (2.57)
3.91z 2 + 1.13z +1.22 I=- 22+.0 .s09

-0.509z2-1

0.5833z4 - 0.2558z 2 + 0.5833

3.6509z 4 + 3.7996z 2 + 1.6579

Step 6: Obtain the frequency response plot for design verification (see Figure

2.17).

In summary then, this chapter has presented three commonly used recursive

filter types: Butterworth, Chebyshev and elliptic. The type chosen by the designer

is dependent on the requirements of his/her particular design problem.

Butterworth filters exhibit a flat frequency response characteristic, but do not

have as steep a transition region for the same order filter as do Chebyshev and

elliptic filters. With Chebyshev and elliptic filters the steepness of the transition

region is attained by accepting a degree of ripple in the passband.

All three filter types may be designed using either the traditional approach,

involving an analog prototype filter transfer function, or the direct design approach

that uses digital prototype filter transfer functions.
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III. NONRECURSIVE FILTER DESIGN

A. INTRODUCTION

The nonrecursive realization of digital filters is desirable because it can result

in two very attractive features: linear phase and the absence of stability problems

because all of the poles axe at z = 0.

Nonrecursive filters are normally characterized by a finite duration impulse

response; consequently, historical methods of design involve the analytical deter-

mination of the filter coefficients by expanding the desired frequency response in a

Fourier series and then truncating the series to the desired filter length (order). A

disadvantage inherent in this design method is the presence of an overshoot that

occurs at discontinuities in the desired frequency response (known as Gibbs' phe-

nomenon). The use of window functions was devised as a remedy to this problem;

examples are the Kaiser, Hamming and von Hann windows [14].

Another popular method of FIR filter design is frequency sampling, whereby

the desired filter frequency response is sampled, and then the inverse discrete

Fourier transform of these sample values is determined to find the filter impulse

response.

In this chapter both of these methods will be presented, and several design

examples given, but first a review of the theoretical background of nonrecursive

digital filter design by Fourier methods is in order.
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B. BACKGROUND

The design of nonrecursive digital filters hinges on the following relationships:

A causal nonrecursive system can be described by a difference equation of the

form [1] k=L

y(n) - : bx(n - k). (3.1)
k=O

For an input x(n) = eine the steady -state system output is

y,,(n) = e' °H(e'9 ) (3.2)

where H(ej e) is the system's frequency response.

Expanding the right side of Equation (3.1) for the same input x(n) = ejnG,

yields the following steady - state output

k=L k=L

y.8 (n) = E bk e(n-k)G = b jnO, - jO

k=O k=O

= boeJ~o + b1 &i Oe_ 9 + b2 e'noe' 2
o +e... + bLeJneiL0  (3.3)

= e,, [bo + b e-j + b2 &- 29 +... + bLe - LG ]  V

Equating Equations (3.2) and (3.3) gives

" °= eHe° [bo + bie - j' + b2 e' ° + ... + bLe -LG] (3.4)

which implies
n=L

H(e'o) be (3.5)
n.O

But, by definition the frequency response of an LTI system is

n=oo
H~ ° = h(n) - °  (3.6)

For a causal filter (h(n) = On < 0), with a finite number of delays (n = L),

however, the frequency response definition is

n=L

H(ej') = E h(n)e-J. (3.7)
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Comparing Equations (3.5) and (3.7) produces the following relationship that is

the crux of nonrecursive filter design

h(n) = b,. (3.8)

Equation (3.8) establishes a direct relationship between the unit impulse response

of an FIR filter and the coefficients, b, in the system difference equation.

The goal of the design techniques presented in this chapter is to determine the

filter coefficients (or weights), b0 , bl, ... , bL for a desired frequency response charac-

teristic, HD(eje). These techniques include: Fourier Coefficient Design for lowpass,

highpass, bandpass and bandstop filters; Windowing; and Frequency Sampling.

C. FOURIER COEFFICIENT DESIGN

As stated in the introduction we need to determine the filter coefficients, which,

in the case of nonrecursive filters, are also the coefficients of the unit impulse

response, h(n). Thus, a relationship between the desired frequency response and

the impulse response needs to be established.

Beginning with the desired frequency response

HD(e a) = jj h(n)e"9. (3.9)

It can be shown, (1], that h(n) of Equation (3.9) may be written,
2r+

h(n) = (1/27r) j HD(e j )e in'dO. (3.10)

Equation (3.9) is recognized as the Fourier series expansion of the function HD(eje),

where the h(n) are the Fourier coefficients (hence the source of the name for this

design technique).

Depending on the type of filter that is desired, this expression can be reduced

to the following forms:

87

A A.

-%, U5 *(%J~4% * * % * * ~ -~v v U r U ~ ~ ? . .



Lowpass Filters:

hLP(n) = (K/rzn) sin(nO,)

K = desired magnitude in the passband

n =0, ±1,±2...

c = the desired cutoff frequency

The number of coefficients is truncated to correspond to the desired filter order;

as expected, the higher the order, the better the approximation to the desired

frequency response.

HD(e

K

It

-OC 0 OC

Figure 3.1. Ideal Lowpass Filter Frequency Response

Highpass Filters:

hHp(rz) =hLP(fl)(-1)n (3.12)
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H D(e

K

- -(it)-00 i e

Figure 3.2. Ideal Highpass Filter Frequency Response

Bandpass Filters:

hBp(n) = (2 cos(nOo)] hLP(n) (3.13)

where,
Ou - Oe

OC - ; O = upper passband frequency
2

Bu + OC
80 = 2 ; 0t = lower passband frequency2

HD(e

K

- -Ou - () - 0 ,  0 0'. 0 o O . t 9

Figure 3.3. Ideal Bandpass Filter Frequency Response

Bandstop Filters:

hBs(O) = K - hjp(O) (3.14)

hos(n) = -hop(n); n = -1, ±2,...
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Figure 3.4. Ideal Bandstop Filter Frequency Response

As can be seen in the previous impulse response expressions for the various

filter types, they are all based on a lowpass filter prototype, hLp(n). Thus, the

design steps for the ideal lowpass prototype filter can be summarized as follows,
p

bearing in mind that once the lowpass filter coefficients are determined they may

be transformed to the coefficients for a highpass, bandpass, or bandstop filter, if

desired.

1. Lowpass Prototype Filter Design Procedure -

Step 1: Translate the design specifications to those of a lowpass prototype. De-

termine the desired critical frequency, 0., and the passband magnitude,

K.

Step 2: Find the lowpass filter coefficients given by Equation (3.8), that is,

hlp(n) -b, (K/-rn)sin(n9c); n = 0,-±1, ±2,... ,±L (3.15)

with L = (N -1)/2.

Step 3: Shift hLP(n) to the right by L terms to make the filter causal.

hLP(n)- [!%/7r(n- L)]sin((n- L)O]; n-0,1,2,...,2L (3.16)
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Step 4: Transform the coefficients, hLP(n), to lowpass, highpass, bandpass or

bandstop, as desired. Implement the design, and compare the frequency

response obtained with the original specifications to ensure that these

specifications are met.

As an example, suppose a highpass filter with a passband of unity gain for

frequencies greater than 10 kHz is desired. The system sampling frequency is 50

kHz.

Step 1: Cutoff frequency, 0', = wT = 2 2r(10o) = 0.4tr

f. 5000y~)

Passband gain, K = 1.0

Translating to lowpass prototype specifications:

'¢ = - ,; where 0, is the cutoff frequency of the

lowpass prototype and 0' is the cutoff

frequency of the highpass filter

==r -0 = -r- 0.4r 0.61r

Step 2: From Equation (3.11), the lowpass prototype filter coefficients are:

hLp(n) - sin(O.6rn)/(rn); n = 0, ±1, +2,..., ±10

for a 21-coefficient filter, while the highpass filter coefficients are obtained

from Equation (3.12). The resulting frequency response is illustrated in

Figure 3.5.
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n kL.

0 0.600 0.600
±1 0.303 -0.303
±2 -0.094 -0.094
±3 -0.062 0.062
±4 -0.076 0.076
±5 0.0 0.0
±6 -0.050 -0.050
±7 0.027 -0.027
±8 0.023 0.023
±9 -0.034 0.034
±10 0.0 0.0

D. WINDOWS

It has been shown that the expression for the desired frequency response,

HD(ej'), can be written in terms of a Fourier series. Equations (3.9) and (3.10)

are rewritten below for convenience.

HD(e') = h(n)e-ined (3.9)

where

h(n) = (1/27r) leo HD(eJU)ejnad0. (3.10)

In actual implementation, however, the infinite sum in Equation (3.9) must neces-

sarily be truncated, since a filter cannot have an infinite number of delays. Also,

at points of discontinuity in the ideal frequency response (where the magnitude

abruptly changes from 1.0 to 0.0, or vice versa), the Fourier series approximation

cannot match the desired frequency response exactly, even if an infinite number of

terms were possible. There is always an overshoot of about nine percent near
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discontinuities. This overshoot is the well known Gibbs' phenomenon, and is alle-

viated through the use of window functions. The filter weights, h(n), are modified

using one of several available analytical expressions (Hamming, Von Hann, etc.)

[14].

h(n) = h(n) .w(n) (3.17)

h(n) = modified unit sample response

h(n) = original unit sample response

w(n) = window function

The modified value of the desired frequency response is therefore

n=L

HD(e ') - Sejn
n=-L (3.18)
n= L

- h (n ) .
n=-L

again where,

h(n) = (1/2r) HD(e'0 )e'indOI:W
which exhibits a gradual roll-off, rather than the steep slope characteristic of the

ideal frequency response. Thus, the tradeoff involved when using windows in

Fourier design is that a reduction in the overshoot caused by Gibbs' phenomenon,

is achieved at the expense of decreasing the sharpness of the frequency response

cutoff. That is to say, the passband and stopband ripples are suppressed at the

expense of a wider transition from passband to stopband; specifically, there is a

less steep transition. Figures 3.6 and 3.7 illustrate these points; they depict an un-

windowed and windowed lowpass filter design, respectively. For convenience, some

of the more popular window functions are summarized [14]:
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Figure 3.6. Unwindowed Lowpass Filter Frequency Response
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Figure 3.7. Windowed Lowpass Filter Frequency Response
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9 Hamming Window

w(n) = 0.54 + 0.46 cos(nrr/L)
(3.19)

n =0, ±1,+±2,..., ±L

e Von Hann Window

w(n) = 0.50 + 0.50 cos(nir/L)
(3.20)

n =0, ±-1, ±-2,...,-L

* Kaiser Window

Io(/3[1 - (2n/L')])' / 2

n0 (3.21)

n =0, ±1,+ 2,...,-L

where Io(.) is the modified zeroth-order Bessel function, and / is a constant that

specifies a frequency response tradeoff between the peak height of the sidelobe

ripples, and the width of the main lobe.

E. DESIGN OF A DIFFERENTIATOR

The Fourier series design procedure is easily applied to the design of a differ-

entiator, which is often used in signal processing applications to track the rate of

change of a signal. The desired analog frequency response for a differentiator is

HD(jw) = jw. (3.22)

Its counterpart in the digital frequency domain is

HD(e j ) = jO/T; 9 = wT. (3.23)

Figure 3.8 illustrates the ideal magnitude and phase characteristic.
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The Fourier series design approach requires the determination of the Fourier

series that approximates this ideal frequency response characteristic.

Substituting the desired frequency response (Eqn. 3.23) into Equation (3.10)

yields

h(n) = (1/2,r) f(jO/r) .7edO

j--U

(3.24)

=I 0j27T Oe . '-V

i.

Evaluating this integral, the following expression is obtained for the unit sample

response of a differentiator. F

h(n) =()"/(nT), n -±1,±2,....
(3.25)

h(n) =(0 , /n = 0
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Figure 3.9 depicts the frequency response of a 20th-order differentiator whose co-

efficients for T = 1 are as follows:

0 -1/10 11 -1
1 1/9 12 1/2
2 -1/8 13 -1/3
3 1/7 14 1/4
4 -1/6 15 -1/5
5 1/5 16 1/6
6 -1/4 17 -1/7
7 1/3 18 1/8
8 -1/2 19 -1/9
9 1 20 1/10

10 0

Also, included is a 20th-order differentiator with a Hamming window, which, as

can be seen in Figure 3.10, is a very good approximation.

In summary then, the Fourier series design technique is very effective, and

can be used in many applications such as the design of a differentiator illustrated

here. The use of window functions is necessary, however, to reduce the Gibbs'

phenomenon effect, which introduces a sacrifice in the designed filter's transition

region.

F. FREQUENCY SAMPLING

The window design technique introduced in the previous section has a distinct

disadvantage in that the computation of Fourier series coefficients for the desired

frequency response can be impossible when an analytical expression for the desired

filter's frequency response is unknown or extremely difficult to determine.

Frequency sampling is a technique originally proposed by Gold and Jordan and

later developed by Rabiner et al. as a solution to this problem [9]. This method

has two distinct advantages:
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Figure 3.10. Windowed 21 Coefficient Bandpass Differentiator
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" It is possible to design a filter that approximates any desired frequency domain
specifications, without ever having to determine an analytical expression for
the filter frequency response, H(e39 ).

* The filter coefficients, h(n), can be determined using the IDFT algorithm.

Before proceeding with an explicit summary of the steps involved, and a de-

tailed example, a discussion of the theoretical background will be presented.

In many filter applications a sharp cutoff amplitude characteristic and linear

phase are desired. To ensure that these objectives are met when designing a filter,

requires consideration of the number N and location of the equispaced frequency

samples. Discussion of these parameters relative to their impact on the filter's

frequency response involves consideration of four separate cases [9j•

Case 1 N odd, frequency samples at

0k, = 2-,,k/N, k = 0, 1, 2, ... , N - 1.

N - 9

Figure 3.11a. Frequency Samples for N Odd

Case 2 N even, frequency samples at

0 =2rkN, k=0,1,2,.. N-1.
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Figure 3.1lb. Frequency Samples for N Even

Case 3 N odd, frequency samples at

Ok = 21r ( k + 1/2) k=0,1,2, N-1.N

N= 9

:-(

Figure 3.11c. Frequency Samples for N Odd

Case 4 N even, frequency samples at

k =2-,r(k + 1/2) k = 0,1,2,..., N -1.
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Figure 3.11d. Frequency Samples for N Even

It should be noted that Cases 3 and 4 do not readily lend themselves to inverse

DFT computation using the FFT algorithm, since the first frequency sample is not

at 0 Hz. For this reason a detailed discussion of these two cases will be omitted,

however, information regarding these cases can be found in [9]. A discussion of

frequency sampling considerations for Cases 1 and 2 follows.

Cases 1 & 2: Sampling Theorem

Recall that for an FIR filter with impulse response, h(n) = {h(0), h(1),...,

h(N - 1)} , the transfer function is

N-t

H(z) = h(n)z-'. (3.26)
n-0

As discussed earlier, the impulse response, h(n), can also be represented in terms

of its Discrete Fourier Transform (DFT), since it is of finite duration [9]

N-1

h(n) = (1/NV) E HkeJ2 -"n/N (3.27)

where HL = (z)
10e 2v&/N
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Substituting the expression for h(n) into Equation (3.26) gives [9]

N-1 N-i

H(z) = 1: [(11N) S: Hk ei2,knN] Z- n
n=O k=O

N- N-i1
= (:/N) -- Hk j27kn/N z -n

n-O Lk=O (3.28)
N-1 N-i

= (1/N) 5 - Hkej
2wkn

/ N z-

k=O n O

N-i N-i

= (11N) E H E e32 wrf/NZ-n

Applying the finite geometric sum property to the inner summation

1 r[j2Tk/NN
N-1 e j27rkn/N z- n -__

N 1 _> =

N-1 -

n=O 1-[i~kN
l-ej2kz - N ej2wk 1, k0,

- r1 - ei2k/Nzl - i e

Substituting back into Equation (3.28) yields [9]

N-1 H -)

H(z) =(1/N) E HIe -J z2 l .)

k=0

(1 N zN-1 Hk

N E 1 - ei
2

rk/NzIl

Let z = ej e, to determine the interpolated frequency response

e-jN9/2 (eiN/ 2 
- einO/2) N-i

(e) = N -(j27rk/N
k=O %

-ejN/2 N-1 Hk (eiNO/ 2 
- e-jON/ 2)

N 1 ((e 2 wkN) e-"
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eN/ 2 N-i Hk (eiN/ 2 - e-iN/ 2 ) -jik/N 0/2

N -- e-lrk/N ejO/ 2 - ejik/N e-jO/2

e-jN9l2 .eij/2 N-i Hk (eiNe1 2 - e - iN 8/ 2 ) •j kI /N

N k= ei(8/2-1k/N) - e(92ikN

eN. j/2 N-1 Hk Sin ( IN

N __e11k/N si(1-2 (3.29)k~ osin ( M k-

Thus, Equation (3.29) expresses the interpolated frequency response in terms of

the sample values, Hk, of the desired frequency response [9].

In Case 1, where the number of frequency samples, N, is odd, choosing the

frequency samples, Hk, to be real and symmetric yields a real and symmetric

impulse response

h~~n)N=1)/ 2H k 2r(N )/

h(n) + (Cos ( nk) (3.30)
N N cok= I

The interpolated frequency response, H (ejo), is also purely real which, as stated

in the beginning of this section, is highly desirable for most filter applications

(N-1)/2

H (ej e) = Y 2h(n)cos(nO). (3.31)

n1=- 1N-f%

Case 2, however, presents a problem. Looking at Equation (3.29), it can

be seen that for N even, the term e-imk/N inside the summation introduces an

imaginary component into the interpolated frequency response, H (ej').

For example, suppose the following lowpass filter frequency response is sampled

from -ir < 0 < 7r with an even number of frequency samples, N =4. From

Equation (3.27), the following noncausal impulse response is obtained

h(n) = (1/4) Z Hkei2fn/ 4

k= -2 (3.32)

=(1/4) [0 + (1)e- i' + 1 + (1)ei+]
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Figure 3.12. Desired Lowpass Filter Frequency Response

therefore,
h(-2) = (1/4)[0 + e7' + 1 + e-"] -0.25

h(-1) = (1/4)[0 + dir2 + 1 + e- -
ir/2 ] = 0.25

h(0) = (1/4)[0 + 1 + 1 + 1] = 0.75 /

h(1) = (1/4)[0 + e-jr/ 2 + 1 + 5W/2] = 0.25

and the frequency response is '

1

H(e"*) = E~ h(r)e'jn
n= -2

= (-0.25)ej2 6 + (0.25)e' + (0.75) + (0.25)e-'

= (-0.25)[cos(20) + j sin(20)] + 0.25[cos(O) + sin(0)] + (0.75) (3.33)

+ (0.25)[cos(0) - j sin(0)]

= (0.75) + (0.5) cos O + (-0.25)[cos(20) + j sin(20)].

The imaginary component introduced is

-0.25j sin(29). )

According to Reference 9, the amplitude of this component should be,

A = (1l/N) EHk(-1)k

k--2
= (1/4)[0 - 1 + 1 - 1]---0.25

which is indeed the case.
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If an odd number of samples, N = 5, were taken of the same frequency re-

sponse, the impulse response would be

h(n) = (1/5) E Hk j2rnk/5k=-2

= (1/5)(0 + (1)e - A -L + 1 + ()e' ' + 01 (3.34)

= (1/5)(1 + 2cos(2irn/5)]

therefore,
h(0) = 0.6

h(±l) = (1/5)[1 + 2 cos 27r/5] = 0.324

h(±2) = (1/5)[1 + 2 cos47r/5] = 0.124.

The frequency response is thus

I.' 2

H(e) = E h()e - jnO

n= -2

= (0.324)e j 2 e + (0.124)e j e + 0.6 + (0.124)e - j * + (0.324)e - 28

= (0.324)[cos(20) + j sin(20)] + (0.124)[cosO + j sinB]+ (3.35)

0.6 + (0.124)[cosO - j sinG] + (0.324)[cos(20) - j sin(20)]

= 0.6 + (0.648) cos 6 + (0.248) cos(20)

and there is no imaginary componient.

To remedy the imaginary component problem for the even case, the following

substitution is made for the frequency sample values H [9]

Hk - Gkeiwk/N. (3.36)

The set of Gk's is selected so that G(0) = H(O), G(N/2) = 0,

and G(k) = -G(N - k), k = 1, 2, ... , (N/2) - 1.

The resultant impulse response is both real and symmetric, with h(n) = h
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(N -I -n); n = 0, 1, 2,..., (N/2)- 1. The values of h(n) are given by,

Go 2Gk 2r
h(n) = + N I Cos k + ()nk] (3.37)

k= I

and the interpolated frequency response H(e'") is,

(N-1)/2

H(e'9 ) = 1 2h(n) cos(nO). (3.38)

The steps involved, when designing a filter using the frequency sampling

method, are as follows:

Step 1: Given the continuous frequency response specifications for a desired filter,

N samples are taken at equispaced frequencies over one period of the

desired response

H(k) = H(eJ); O = 27rk/N. (3.39)

If the number of samples, N, is even, they need to be transformed using

the following relationship, prior to proceeding with Step 2

H(k) = G(k)ei2wnk/N (3.40)

such that

G(0) = H(0)

G(N/2) = 0

G(k) = -G(N-k);k = 1,2,...,(N/2) - 1.

Step 2: Determine the Fourier coefficients of the desired filter by finding the

IDFT of these sample values. In other words, determine the impulse

response.

h(n) = (1/N) E H(k)eJ2wrnk/N (3.41)
N
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Step 3: Again, it may be necessary to use an appropriate window function,

h(n) = h(n). w(n). (3.42)

Step 4: The Fourier coefficients thus determined correspond to the weighted filter

impulse response, h(n), and the filter is realized nonrecursively by the

difference equation
N-i

y(n) = E bkx(n - k) (3.43)
k=O

where

bk =h(n).

Step 5: Verification of the filter design is accomplished by determining the inter-

polated frequency response, H(eJ*), resulting from the use of the above

filter coefficients. This frequency response is compared to the original

desired frequency response, HD(eje), to see if it is a reasonable approxi-

mation.

This procedure is illustrated by the design of a bandpass filter. First, an odd

number of frequency samples wil be used and then an even number.

Example 3.1 Frequency Sampling for N Odd

A bandpass filter is desired with the ideal frequency response characteristic

illustrated below. The number of frequency samples to be used is N = 255.

Sampling gives

0= 2irk/N

where N = 255

(3.44)
k 0,1,..., 254

or A9 = 2r/N = 0.0246.
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Figure 3.13. Desired Bandpass Filter Frequency Response

Thus,

1 1.0; k=64,..., 106 and k=140,...,191

H(k) 0.0; k=0,...,63 and k = 107,...,148
and k = 192,...,254 .

Taking the IDFT of the above frequency samplc values and truncating h(n) to 51

terms with a rectangular window, produces the interpolated frequency response of

Figure 3.14a, while Figure 3.14b illustrates the response obtained using a Hamming

window.

Example 3.2 Frequency Sampling for N Even

Repeat the previous example, with N = 256 frequency samples.

Sampling gives

0 k 2,, k//.V

where

N = 256

k = 0,1,...,235

or

9= 2,./N = 0.0245.
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Figure 3.14a. Unwindowed Bandpass Filter Frequency Response
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BANDPASS FILTER (N f255)
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Figure 3.14b. Windowed Bandpass Filter Frequency Response
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Thus,
1.0; k=64,...,106 andk=150,...,192

H(k) = 0.0; k = 0,...,63 and k = 107,...,149
and k = 193,..., 255 .

But recall for N even, the sample values H(k), must be transformed to elimi-

nate the unwanted imaginary component. Applying Equation (3.40) gives

H(k) = G(k)ei2,
/256

such that,
G()= H(0) =0

G(256/2) = G(128) = 0

G(k) = -G(256 - k); k = 1,2,...,127.

For example

G(65) = H(65) = 1.0 = -G(191) == > G(191) = -1.0

and the transformed H(65) and H(191) are
H(65) = 1.0ej2,r(65 )/256

H(191) = -1.0e j2w(191)/256

Using the transformed H(k) values, the IDFT is determined to find the impulse

response, which is again truncated to 51 terms. Figures 3.15a and 3.15b show the

unwindowed and windowed frequency responses, respectively. It should be noted

that when using a Hamming window for an even number of terms (in this case 52)

the equation for the window function (Equation 3.19) should be modified as follows
__ (3.45)

w(n) =0.54 + 0.46 cos [n (i3
N21
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BANDPASS FILTER (N 256)

"I I E

-. I

0.00000 0.62832 1.2.5664 !.B8496 2.51328 3. 14160
SFREQUENCY,THETA

RECTANGULAR WINDOW

Figure 3.15a. Unwindowed Bandpass Filter Frequency Response
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Figure 3.15b. Windowed Bandpass Filter Frequency Response
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G. TRANSITION POINTS

As discussed in the previous section, frequency sampling involves taking N

equispaced samples of a desired filter frequency response, HD(eje). The IDFT

algorithm is used to approximate the unit sample response, h(n), which, for the

case of nonrecursive filters, is equivalent to the Fourier series coefficients. The

coefficients, in turn, are used to design a filter that approximates the original

desired continuous frequency response.

A filter designed in this manner has a frequency response that is equal to

the desired frequency response at the frequencies of the sampled values, however,

the response can deviate significantly from the desired response at frequencies in

between these sample values. V

A method that can be used to smooth the frequency response involves the

use of transition samples between the passband and stopband of the desired fre-

quency response [9]. The values of these transition samples are selected based on

minimization of the ripple in the passband and/or stopband, or minimization of

the maximum sidelobe of the frequency response. In other words, a minimization

algorithm is used to find the optimum values for the transition samples based on

the selected minimization criterion. 
I

As before, an example will be given to illustrate this technique, but first a

summary of the steps involved:

Step 1: Sample the desired continuous frequency response at N equispaced fre- r

quencies where N is the number of Fourier coefficients that will be used

to approximate the desired filter response. The spacing between the

frequencies is AO = 27r/N.

Step 2: Determine the impulse response h(n) (Fourier coefficients) by finding the

Inverse Discrete Fourier Transform, IDFT, of the sample values.
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Step 3: Using the coefficient values determined in the previous step, find the con-

tinuous frequency response and compare with the desired filter response.

Step 4: Use the minimization algorithm to adjust the transition coefficient values,

in order to obtain as close a match as possible between the desired filter

response and that obtained through the design procedure.

The minimization algorithm as used in [9], is based on minimizing the maxi-

mum sidelobe of the frequency response. Tables were generated for lowpass filters,

bandpass filters and wide-band differentiators of varying bandwidths; 1, 2, or 3

transition points; and odd and even values of the number of frequency samples, N.

Table 3.1 is a reprint of subsets of these tables (due to Reference 9) for lowpass

filter design, using 1, 2, or 3 transition points. The number of frequency samples is

N = 15, the column labeled minimax refers to the maximum sidelobe, and Type-1

data means that the first frequency sample is taken at 0 = 0.

Design Example

In this example the goal is to design a lowpass fiter with three frequency

samples in the passband symmetric about the origin (BW = 3), and a total of 15

frequency samples (N = 15). The effects of using 0, 1, 2, and 3 t:ansition points OR

will be investigated.

The values of the frequency samples, transition point values, and impulse

responses, h(n), are summarized below for all four cases; the transition point values

were obtained from Table 3.1.

A,
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TABLE 3.1

LOWPASS FILTER DESIGN

(TYPE-1 DATA, N ODD)

ONE TRANSITION COEFFICIENT

(due to reference [91)

BW Minimax T,

N=15

1 -42.30932283 0.43378296

2 -41.26299286 0.41793823
3 -41.25333786 0.41047363

4 -41.94907713 0.40405884
5 -44.37124538 0.39268189

6 -56.01416588 0.35766525

TWO TRANSITION COEFFICIENTS

BW Minimax T, T2

N=15
1 -70.60540585 0.09500122 0.58995418

2 -69.26168156 0.10319824 0.59347118

3 -69.91973495 0.10083618 0.58594327
4 -75.51172256 0.08407593 0.55715312

5 -103.46078300 0.05180206 0.49917424

THREE TRANSITION COEFFICIENTS

BW Minimax T T2  T3

N=15

1 -94.61166191 0.01455078 0.18457882 0.66897613
2 -104.99813080 0.01000977 0.17360713 0.65951526

3 -114.90719318 0.00873413 0.16397310 0.64711264
4 -157.29257584 0.00378799 0.12393963 0.60181154
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Case 1 - 0 Transition Points

H (k)

N - 15

- -6 -5 -4 -3 -2 -1 1 2 3 4 5 6 7 k

Figure 3.16a. Case 1 - Frequency Samples

k 0 ±1 ±2 ±3 ±4 ±5 ±6 ±7

H(k) - 1 1 1 0 0 0 0 0

h(n) -- 0.333 0.278 0.142 0.0 -0.077 -0.067 0.0 0.058
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Case 2 - 1 Transition Point

H (k)
N = 15

T,= 0.410474

T
0 .1

- -6-5-4-3-2 -1 1 2 3 4 5 6 7 k

Figure 3.16b. Case 2 - Frequency Samples

k - 0 ±1 ±2 ±3 ±4 ±5 ±6 ±7

H(k) -1 1 1 0.410 0 0 0 0

h(n) - 0.388 0.295 0.098 -0.044 -0.061 -0.012 0.017 0.014
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Case 3 - 2 Transition Points

H (k) N 15

T,= 0.100836

.• . T2 = 0.585943
S2

S0

- -6 - -4 -3 -2- 1 2 3 4 5 67 k

Figure 3.16c. Case 3 - Frequency Samples
Il p

,-40 *1 ±2 ±3 ±4 ±5 ±6 -7

H(k) 1 1 1 0.586 0.101 0 0 0

, h(n) -- 0.423 0.300 0.066 -0.059 -0.041 0.005 0.013 0.004

.4
J

I,0
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Case 4 -3 Transition Points

N = 15
H (k)

T.= 0.008734

T = 0.163973

3  T3 = 0.647113

2 T
S . .2I ,-loo

- -6 -5 -4 -3 -: 2 3 4 5 6 7 k

k 0 1 ±2 ±3 ±4 ±5 ±6 ±7

H(k) -- 1 1 1 0.647 0.164 0.009 0 0

h(n) - 0.443 0.301 0.030 -0.062 -0.032 0.008 0.010 0.002

Figure 3.16d. Case 4 - Frequency Samples
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Figure 3.17 depicts the results of frequency sampling design using transi-

tion points. As expected, the amplitude of the passband and stopband ripple is

reduced with an increasing number of transition points; however, the tradeoff is

that the sharpness of the cutoff is reduced. This example illustrates the usefulness

of minimization algorithms in smoothing interpolated filter frequency responses

obtained with the frequency sampling technique. As stated earlier, Reference 9

contains tables for lowpass and bandpass filter design, as well as wideband differ-

entiators. While quite extensive, a designer may want parameters that have not

been tabulated. In this case, approximate values of the transition coefficients can

be derived from the tabulated values given, using linear interpolation.

H. DESIGN OF AN INTEGRATOR

In Section A analytical methods were used to design a differentiator. The use of

these methods to design an integrator, however, does not yield an easily obtainable

solution. As will be shown shortly, frequency sampling solves this dilemma by

providing a straightforward design technique that produces extremely good results.

Bandpass Integrator Design Example

A bandpass integrator with the following frequency response characteristic

is desired. Both of the aforementioned design methods will be applied to the design

problem to illustrate the advantage of the frequency sampling technique.

a. Method 1 - Analytical

In the s-domain an integrator is described by the transfer function

H(s) = 1Is. The frequency response is thus: H(jw) = 1/jw = (jw) - . Converting

the frequency response to digital frequencies

H(jw) = 1/jw = H(ei8 ) = -jT/; T = period. (3.46)

124



T 4 LEGEND
___ - I_ 0 TRANS PT

12 TRANS PT
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Q.00- 0.23 .56 .81625383 6
,T 1  2

0.00000 0.62832 1.25664 1.88196 2.51328 3.14160FREQUENCY, THETA

Figure 3.17. Frequency Responses for Varying Numbers

of Transition Points
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-0. 0 6, 0-

, Figure 3.18. Ideal Integrator Frequency Response Characteristic

To determine the impulse response, h(n),

82

-Ot .02

h(n) = (1/2-,) j2 (-jTIG) e-~d9 + 1/2-r j19 1/9eie"dO

Sine :ax a2xz2  a3 x 3

S in ce J (1 /x )ea'dx = !x + . 2! + 32 + "

: [ (jn)292  (Jn)393  ]-e
h(n) =-jT/2;r [n 0+ 1! + 2"2 + 3.3" +""

-j 0+ jnO (jn)'O2 + (n)303 2

+ (: LT) I 1 +) (n 3  +
+ In+- . +9 ' +3.3! + "

A considerable number of steps later yields

h(n) = T/r ,n(02-_,,)+ n..2 .O_O92)+..+ (0 n___. o n,) (3.47)"
2UV O) - 2! 1n. n 2

where n is the number of coefficients desired for the implementation of the bandpass

integrator.

The analytical expression for the impulse response of the bandpass

integrator, Equation (3.40), is cumbersome, especially when the integrator design

is of a high order. Therefore, an alternative method is desirable.
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b. Method 2 - Frequency Sampling

Recall that the expression for the desired frequency response is

HD (e' 9 ) = -jT/O. (3.48)

Letting T = 1, one hundred and one frequency samples will be taken of the de-

sired bandpass integrator with a bandwidth of 0.17r to 1.67r. In other words, 101

frequency samples, H(k), of the magnitude and phase characteristic (Figure 3.19)

will be taken using the following increment of the digital frequency 0

AO = 27rk/N = 0.062k for N = 101
(3.49)

H(k) = H (ei 0) for k = -50,...,+50.
9=0.062k

The 101-coefficient impulse response is obtained by determining the

IDFT of these frequency sample values, and a 21-coefficient rectangular window is

applied yielding the following bandpass integrator coefficients.

a h(n) n h(n)
0 0.0974 11 0.4813
1 0.0793 12 0.2391
2 0.0946 13 0.2248
3 0.0439 14 0.0818
4 0.0362 15 0.0562
5 -0.0562 16 -0.0362
6 -0.0818 17 -0.0439
7 -0.2248 18 -0.0946
8 -0.2391 19 -0.0793
9 -0.4813 20 -0.0974
10 0.000

Finally, the interpolated frequency response is obtained. As can be

seen in Figure 3.20, the results are good. (Solid dots indicate the ideal frequency

response.) Also included in Figure 3.21 are the results obtained when a Hamming

window is used, while Figures 3.22 and 3.23 are the results of using 41 coefficients.
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-1,67r -0.17r 1.67r e

it'2

0 0

- it/.

Figure 3.19. Ideal Bandpass Integrator Frequency Response Characteristic
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This example further demonstrates the versatility and usefulness of

the frequency sampling technique. It allows for the design of filters that may be

unattainable using traditional analytic methods, and is thus an indispensable tool.
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0.00000 0.628:32 1.215664 1.8 4.16 2.51328 3.14160

FREQUE* CY, THETA

Figure 3.20. Unwindowed 21-Coeiflcient Bandpass Integrators

(Solid dots indicate ideal frequency response)
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0.000(ju 0. G 28:3:. 1..5604 1.88496: 2.51328 3.44160

FREQUENCY, THETA

Figure 3.21. Windowed 21-Coefficient Bandpass Integrator

(Solid dots indicate ideal frequency response)
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0.00000 0. 628 32 1.:25664 1.[}8,t96 2.51328 3.14160

Ci

UFREQUENCY, THETA

Figure 3.22. Unwindowed 41-Coefficient Bandpass Integrator w

(Solid dots indicate ideal frequency response)
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/

0.0000u 0.68-832 1.25664 1.88496 2.51328 3.14160

FREQUENCY, THETA

Figure 3.23. Windowed 41-Coefficient Bandpass Integrator

(Solid dots indicate ideal frequency response)
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IV. COMPUTER-AIDED DESIGN

The basis of all computer-aided design (CAD) techniques is optimization. This

is to say, a desired filter frequency response is approximated by a particular fiter

whose coefficients are to be determined. The accuracy of the approximation is

evaluated according to some criterion, usually an error function, that indicates

how large a disparity exists between the desired filter frequency response and the

approximated filter frequency response. Variable parameters of the approximating

function are then "adjusted" to optimize the filter design in terms of this criterion.

A. REMEZ EXCHANGE ALGORITHM

An extensively used computer-aided design technique for linear phase FIR

filters is the Remez exchange algorithm. The mathematical basis for this algorithm

is the weighted Chebyshev approximation.

A summary of the approximating and error functions for this algorithm follows.

It has been shown in [1] and [13], that the frequency responses for the four cases

of linear phase filters - i.e., even or odd symmetry with an even or odd number of

terms - can be written in the form:

H (ed) = e- j (N - 1)/2 ej(7r/2 )LfH (ej') (4.1)

where ft (e) is a real-valued function used to approximate the desired filter's

magnitude specifications, and the remaining terms approximate the desired phase.

Table 4.1 gives the values L, and the form of A (e") for all four cases.
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TABLE 4.1

FREQUENCY RESPONSES FOR LINEAR PHASE FILTERS

(due to reference 13)

L fl(ei9)

Case 1 - N odd
(N-1)/2

Symmetrical 0 E a(n) cos(nO)
n=O

Impulse Response

Case 2 - N even
N/2

Symmetrical 0 E b(n) cos [O(n- 1/2)]
n=I

Impulse Response

Case 3 - N odd
(N-1)/2

Anti-symmetric 1 , c(n) sin(nO)

Impulse Response

Case 4 - N even
N/2

Anti-symmetric 1 1: d(n) sin[O(n - 1/2)]
n=1

Impulse Response

Using trigonometric identities, the expressions for H (ei 0 ) in Table 4.1 can be

rewritten in the following form:

ft (e'e) = Q (ed') P (ei *) (4.2)

where Q (e39 ) is a fixed function of frequency, 0, and P (ei ° ) consists of a sum of

weighted cosine terms (see Table 4.2).
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TABLE 4.2

FREQUENCY RESPONSES FOR LINEAR PHASE FILTERS

(due to reference 13)

Q (eio) p (e ,)

(N-1)/2

Case 1 1 i (n) cos(nO)
n=0

(N/2)-1

Case 2 cos(0/2) E b(n)cos(nO)
n=0

(N-1)/2
Case 3 sin(8) 5(n) cos(nG,

(N/2)-l

Case 4 sin(0/2) E d(n)cos(nG)
n=0

where

ii(n) = a(01 = h (N- 1N-
a(n)=2 h(N -n) forn=1,2,... -

b(1) = b(O) + 1/2b(1)
b(n) = 1/2 [(n - 1) + L(n) for n = 2,3,... 1

b(N2) = 1/2b (N- 1)

c(1) = Z(O) - 1/2Z(2)

c(n) = 1/2[(n- 1) -6(n + 1)] for n = 2,3,..., N-i
{c (N2-1 -1) = 1/2Z (N- 2)

2 22 "

d(1) = d(O) - 1/2d(1)
i(n) =d(n)-= 1/2 [d(n - 1) - i (n)] for n =2,3,..., N1

() = 1/2d. - 1)
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Since Q (ej') is a function of frequency only, it can be seen that the approx-

imating function, ft (ejo), can only be optimized in terms of P (eio); that is, the

dependency of A (eiG) on the filter coefficients is contained in P (doG). Thus, the

coefficients of P (e) can be varied to achieve an optimum filter design, and, the

true approximating function can be generalized for all cases as,

L

P (e9l) = 1 a(n)cos(nO) (4.3)

where L = (N - 1)/2 or (N/2) - 1 depending on which case is being considered,

and the a(n) are the weights from which the filter coefficients can be determined.

As stated in the introduction to this chapter, a measure of how well the de-

signed filter frequency response approximates the desired filter frequency response

is required. The weighted Chebyshev approximation uses an error function defined

as follows:

E(B) W(9) [HD (ed ) - t (ej')] (4.4)

where

HD (ed) - the desired frequency response

(ej o) - the designed frequency response

W(O) = weighting factor

E(6) - error

In order to see the relationship between the filter coefficients and the error,

Equation (4.4) can be rewritten in terms of the functions Q (ej o) and P (e').

E(O) = W(O) [HD (e) - Q (e) P (ejo)]

= W(O)Q (eo) [D (ei) P (e') (4.5)

Letting

W(O) - W(O)Q (edo) and fID (ejo) - HD (eo) /Q (do) (4.6)
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• 1
yields

E(O) = W(O) [ftD (e ° ) - P (ei*)] (4.7)

Thus, the Chebyshev approximation that is performed using the Remez exchange

algorithm can be stated as follows:

Find the set of filter coefficients (determined from the values of a(n)) that

minimizes the maximum absolute value of the error, E(O), over the frequency range

of interest.
rmax 1

Eoptimum =min 1 ,E(0),] (4.8)

(coefficients)

At this point, a discussion of the weighting function, W(O), is in order. The

purpose of this weighting function is to ensure a small tolerance for error in critical

frequency ranges.

If W(O) is large, this means a large deviation between the desired frequency

response, HD (ej'), and the designed frequency response, H (ej°), cannot be toler-

ated. Looking at Equation (4.4) we see that if W(O) is large, the difference between

the desired and designed frequency responses, [HD (ej,) - ft (ej)] has to be small

to keep the weighted error small.

Conversely, if W(O) is small, the difference [HD (ej°) - fl (ejt) can be larger

and still meet the error criterion. Small values for W(O) would be used in frequency

bands where close approximation to the desired frequency response is not critical.

A copy of a program employing the Remez exchange algorithm [16] has been

included, and its use is best illustrated with an example. Before proceeding with

the example, the salient features of the FIR Linear Phase Filter Design program

can be summarized as follows.
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1. Main Program Functions

* Manage the Input -

NFILT = filter length in terms of samples, 3 <_ NFILT <_ NFMAX

NFMAX -'128, but can made greater or smaller by the user

JTYPE = filter type

1 = Multi-Passband/Stopband

2 = Differentiator

3 = Hilbert Transformer

EDGE = number of frequency bands, specified by 9 towe and Oppe,

( maximum allowed is 10 )

FX = desired frequency response magnitude in each band, IHD (ej e ) I

WTX = positive weight function, W(9), in each band

LGRID = Grid Density (the grid density, default value is 16)

* Set-up appropriate approximation problem, based on the desired frequency
response, HD (ei 6 ), and the weights, W(8).

* Yield Output -

o The coefficients of the best impulse response obtained from the best cosine
approximation.

o The optimal error (mi a IE(8)]
max

o The extremal frequencies where E(9) = 0 jE(O)I

2. Most Important Subroutines

EFF - defines the desired frequency response, HD (ej*)

WATE - defines the weight function, W(O)

REMEZ - calculates the best Chebyshev approximation of the desired frequency

response
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3. Important Note

It should be noted that the program output is the impulse response, h(n).

The user must supply his/her own program to calculate and plot the filter frequency

response, which is necessary to determine the suitability of the filter design.

4. Input Format

NFILT JTYPE # Bands LGRID

EDGE (Band Edges)

FX (Magnitude in Bands)

WTX (Weights in Bands)

5. Bandpass Filter Design Example

We wish to design a bandpass filter that meets the following specifications:

Passband with a gain of one for the frequency interval 10 kHz to 15 kHz,

with a system sampling frequency of 50 kHz.

e The digital frequency band is:

Ot = 5 (10 4 ) = 0.4r

27r~l (14)
5(10,) 0.f

OU= 5 (104) = 0.57

* Normalizing so that 6 = ir corresponds to a normalized frequency of 0.5.

0.4r _ tO~~r O Ot = 0.2
a" 0.5

0.6ff _0 -! O = 0, = 0.3
ir 0.5
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" Designate Band Edges, Magnitudes, Weights: (the weights were arbitrar-
ily made equal for this example)

Band 1

Edges - 0.0 to 0.19

Magnitude - 0.0

Weight - 10.0

Band 2

Edges - 0.2 to 0.3

Magnitude - 1.0

Weight - 10.0

Band 3

Edges - 0.31 to 0.5

Magnitude - 0.0

Weight - 10.0

" Select Filter Length ( number of coefficients )

N=21

6. Sample Input File

00021 00001 00003 0

0.0 0.19 0.2 0.3 Band Edges

0.31 0.5

0.0 1.0 0.0 Magnitudes

10.0 10.0 10.0 Weights
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7. SamRle Output File

The output file below was generated using the above input file. Note

the output consists of the filter impulse response, the input values used and the

deviation between the desired and approximated frequency responses.

-?I.TR' .',(.IGT = 2.1

r T - .11o+07 = 7 !1)

q; 2 n I ~.~7~1-0 3 = 207

.4 =-.231073'1r"-03 :! H

n 1 .10 710 .IT = 15
r =  -0 22*), 7 21"''03 =  1

71 1 F, I q f 15)

1 0 -1 '36 FOO '~lr-4=T 12)
11) = 1. 233'L4 )22 .0 = H( 11

B 1 1 WT' ? SA'1D 3
roll- " BAnD En'7 0. 100)001) 0.?10) 01 .310 1 1

* r'STnF V LT . ) n0 1.0000100 0.000000
*TqT1! 1'~.'jnVV 11.

D' VrA'rr!i 0. 14 q ~ %uIVI7(4 %.3LUU67nL
OLVIATI0N T! )B _o.251F9417 2.9723715 -q.29161i7

1.0511363 0.1951131 ,0. i;?tUPQ n.10000 0.0 0
1.251131 .i0010 o.1,0'' n '. 3L4v'5 .395223
0. 11 W'2)30 1511)0o

8. Results

Figures 4.1 to 4.3, illustrate the frequency responses for filter lengths N =

21,41 and 61, respectively.

As expected, the frequency response improves with an increasing number

of coefficients. The cutoff is sharper and the magnitude more closely approximates

0 dB in the passband. As with other design methods, windows may also be used
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to improve the frequency response characteristic. Figures 4.4 to 4.6, show the effect

of changing the band edges as follows, for N = 21 coefficients.

Figure 4.4 - Band 1 0.0 to 0.19

Band 2 0.2 to 0.3

Band 3 0.31 to 0.5

Figure 4.5 - Band 1 0.0 to 0.15

Band 2 0.2 to 0.3

Band 3 0.35 to 0.5

Figure 4.6 - Band 1 0.0 to 0.1

Band 2 0.2 to 0.3

Band 3 0.4 to 0.5

Figure 4.4 represents the original cutoff frequencies, while Figures 4.5 and

4.6 show the results of not selecting the stopband frequency cutoff close enough to

the passband frequency starting point, i.e., the passband is broadened beyond the

desired 0.2 to 0.3 specifications.

Thus, when selecting the stopband cutoff frequencies one should choose

values as close to the passband frequencies as possible. It is of importance to note

that the program does not allow for the upper stopband frequency equaling the

lower passband frequency. In other words the following parameters would not be

acceptable:
Band 1 0.0 to 0.2

Band 2 0.2 to 0.3

Band 3 0.3 to 0.5
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Figure 4.2. 41-Coefficient Remez Bandpass Filter Design "
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Figure 4.4. 21-Coefficient Remez Bandpass Filter Design

(Band edge spacing 0.01)
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Finally, Figures 4.7 to 4.9 are the result of varying the weights of the

original filter specifications as follows for N = 21.

Figure 4.7 - Band 1 weight = 1.0

Band 2 weight = 1.0

Band 3 weight = 1.0

Figure 4.8 - Band 1 weight = 10.0

Band 2 weight = 1.0

Band 3 weight = 10.0

Figure 4.9 - Band 1 weight = 10.0

Band 2 weight = 10.0

Band 3 weight = 10.0

Again, as expected, the frequency bands with the heavier weight assigned

more closely approximated the desired frequency response, Figure 4.8. Here it

should be noted that the weights are taken into account relative to one another.

Figures 4.7 and 4.9 are identical because in both cases the relationships between

the weights is 1:1:1.

In this example, we have seen that the Remez exchange algorithm provides

an effective way to design linear phase FIR filters. However, a primary drawback

to this procedure is that the CPU time required grows quite rapidly (on the order

of N) with the filter order N.

For example, fifteen CPU minutes are required for the design of a lowpass

filter with N = 512 using a CDC 6500 [15]. This is the time required for one

iteration of the procedure. Typically, more than one iteration is required to find
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technique to reduce the CPU time required is desirable. Reference 15 presents a

method whereby the properties of a high-order filter can be extrapolated from a

lower-order filter.

B. METHOD FOR THE DESIGN OF HIGH-ORDER LINEAR PHASE
FIR FILTERS BASED ON A LOW-ORDER PROTOTYPE

A detailed explanation of this method will not be presented, however, a sum-

mary of the general idea behind this technique follows. The interested reader is

directed to Reference 15 for details of its application. It should be noted that the

term "high-order" refers to filters with orders approaching N = 2048.

The underlying basis for the high-order filter design technique is the observa-

tion that in high-order, multi-passband/stopband filters, extremal frequencies (i.e.,

ripple frequencies) in the broad part of these bands are more evenly distributed

than in the transition regions.
H H(e 0Ii

A 1 C 0 E

-Ae A0 AO A9) Ae r "
A B C D E ,

Figure 4.10. Desired High-Order Filter

Figure 4.10 represents the desired frequency response of a high-order multi-

passband/stopband filter; and it is noted that in regions A, C, and E there is a

uniform distribution of extremal frequencies, while in regions B and D the distri-

bution is non-uniform.
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The design of this filter using a lower order prototype involves the following

steps:

* To obtain the low-order prototype, the uniform extremal frequency regions, A,
C and E are "cut-out". The remaining non-uniform regions B and D are then
merged to form the lower order filter whose frequency response HD (ej') is
shown in Figure 4.11.

H D(e j) 9 0

o A0 A05.

Figure 4.11. Low-Order Filter Prototype

* The Remez exchange algorithm is then used to obtain the filter order, N, and
the coefficients required that will meet the specifications of HD (eiJ'). This
is done by varying the order and the weights, until the order and weights that
yield the desired passband ripple and stopband attenuation are found.

" Once the low-order prototype filter is obtained, its extremal frequencies are
plugged back into the appropriate regions of the original desired high-order
filter, Figure 4.12.

" The extremal frequencies are used as initial values, and a final run of the
Remez Exchange Algorithm is then made to obtain the filter order and impulse
response of the high-order filter design. Again, the filter order and weights are
varied until an optimum design is obtained.

In conclusion it should be mentioned that in Reference 21 a program is outlined

that automatically designs high-order FIR filters using this procedure. Approxima-

tions of filters with orders up to N = 4096 have been achieved using this program.
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Figure 4.12. Low-order filter prototype being placed

back into the appropriate regions of the

desired high-order filter

In conclusion it should be mentioned that in Reference 21 a program is outlined

that automatically designs high-order FIR filters using this procedure. Approxima-

tions of filters with orders up to N = 4096 have been achieved using this program.

This section has illustrated the usefulness and relative ease of application of

Computer-Aided-Design (CAD) techniques, such as the Remez exchange algorithm.

Since this algorithm is only applicable to linear phase FIR filters, it is worth-

while at this point to diverge to a discussion of a popular algorithm for the design

of recursive IIR filters, the Minimum p-Error Design Method.
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C. THE MINIMUM p-ERROR DESIGN METHOD

Before proceeding with a discussion of this technique, it should be mentioned

that, in the interest of brevity, the pertinent equations and relationships used

are presented without elaboration. This is because the mathmatical basis for the

minimum p-error criterion is quite extensive and beyond the scope of this thesis.

The interested reader may find details of its derivation in Reference 19.

The minimum p-error design technique consists of a generalization of the min-

imum mean-squared error design method, wherein the optimum filter coefficients

are determined by minimizing the following error function [18].

k

E2, (A) = w () [H(A, Ok) - HD( k)] 2, (4.9)
k=1

where

w (0k) = weighting factor

H (A, Ok) = approximating function (actual response)

HD (9k) = desired frequency response

Ok = digital frequencies over the range of interest, k

A = vector containing the k independent parameters

(i.e., the filter coefficients)

Note: If the value for p in Equation (4.9) is unity, this relationship describes the

mean-square error.

The filter approximation problem can thus be stated as follows: Given an

amount of error that can be tolerated, E 2,, find the set of k parameters (filter

coefficients) such that the error between the approximate frequency response and

the desired frequency response is within the stated tolerance.
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Again, looking at Equation (4.9) it can be seen that for large values of p,

the approximate frequency response, H(A, Ok), has to be very close to the desired

frequency response, HD (8), to remain within the pre-selected error tolerance value

of E2 P. Furthermore, a sufficiently large value of p results in an optimal solution

that is very close to the optimal Chebyshev (or minimax) solution [19]. The method

of solution of this approximation problem, as will be shown, is dependent on the

error tolerance value selected, E2,, the form of the transfer function, H(z), and

the parameter vector, A. First a discussion of the transfer function is presented

because its form has a direct impact on several important features in digital filter

design [18].

As is well known, three possible forms of the filter transfer function are direct,

cascade and parallel realizations. With respect to errors directly related to the

physical structure of the filter, i.e., quantization effects and finite coefficient size,

the use of the direct form of the transfer function in filter realization is undesirable.

This leaves the parallel and cascade forms, with the cascade form being selected

because the zeros of the transfer function remain unaltered in the process of cas-

cading, resulting in well defined stopbands. Conversion of a filter transfer function

to the parallel form, on the other hand, involves partial fraction expansion, which

results in the zeros being less well defined. Theoretically this should not be the

case, but, when the parallel form is implemented digitally, the zeros are slightly

different than those of the original direct form transfer function due to the finite

precision of the computer.

Using the cascade form of the filter transfer function has other advantages

including:

a stability tests of the filter can be accomplished without lengthy calculations,
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* the frequency response is of a simple functional form that readily lends itself
to insights as to how the poles and zeros (hence, the filter coefficients) impact
the error function.

Thus, the first step in the use of this design procedure involves decomposing

the proposed approximating transfer function, H(z), into cascaded second-order

sections.

N N 2 + aliz + a2i (410)
H(z) = k0 H ,(z) = k0 II Z2 + biz+b(4

i= 1 i-=1

where k0 = a positive normalizing constant, and

N = filter order /2.

The parameter vector, A, therefore, consists of the multipliers used in the

cascade structure.

A = [all, a12, bxl, b 2,. •. , ali, a2i, bi, b2i,..., kO0 (4.11)

The following expressions for the frequency response and group delay of the

filter incorporate the cascade structure and parameter vector.

* Frequency Response

T-kN (1 + a2i)CosO +ali+ j(1 - a2i)sinO (4.12)
) (1 + b2i)cos0 +bi +j(1 - b2i)sin (

e Group Delay

d N [ ( 2cosO +bai +j2sinO7(A, 0) =-H(e') = [Re
0= (1 i)cosO bli + j(1 - bi)sin8)

-Re- 2cosO + ali + j2 sinO 0](4.13)
(1 + a2i) cos 0 + ali + j(1 - a2i) sin_)

Equations (4.12) and (4.13) describe the frequency response and group delay

of the approximating function, H(A, Ok). To determine if the coefficients of the
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A vector yield an optimum filter design based on the desired frequency response

HD(Gk) and the error that will be tolerated E2, (A) involves finding the partial

derivatives of the frequency response and group delay portions of the error function,

in terms of the filter coefficients, and minimizing them.

In other words, the filter coefficients comprising the A vector are to be selected

so as to minimize the following partial derivatives:

E=a E pw,, (Ok) a (a (A, O;) - HD (Ok))2 P (4.14)

eali k=l l
M2, r(A) Or

=ar EA pwv(0k) (r(A,09)- HD (0k))2P -  (4 15) ,
Oali k=1. ~ rAk

and similarly for 8E 2pa(A)/Ob1 and OE2pr(A)/Ob, , etc.

Upon examining Equations (4.12) and (4.13), it is that apparent these par-

tial derivatives are not easily attainable because complex expressions are involved.

To remedy this the polar coordinates of the poles and zeros are used for param-

eters, rather than the original rectangular form. Thus, the parameter vector and

expressions for the amplitude and group delay are modified as follows,

" A Parameter

A = [ro, Oo, rpiO O,. • I roj, Ooi, rpi, Opi,..., ko] (4.16)

* Frequency Response

N {1 - 2roi cos (0 - oi) + ro2 } 1/ 2 {1 - 2ri cos (0 + 00o) + ri2}11/2
a(A7 0) kol fj1,1/2

i= {1 - 2r pi cos(9 - Opi) + rpi2 {1 - 2rpi cos(9 + Opi) + r' 2 2 }1/2

(4.17)
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Group Delay

N )= 1 - rpi cos (0 - Opi) 1-rpi cos ( + pi)
NA, ~ ±~L1 - 2 cos (6 - B,) + r~j2 '1 - 2rpi cos (0 + Opi) + rpj2 (4.18)

1-r, cos (0 - 0o,) 1 - roi cos (0 + O i)
1 - 2roi cos (0 - 0,,) + r,1 2 1 - 2r0, cos (0 + Oj) + roJ

resulting in the following partial derivatives of the error function:

E2 -r(A) k' Or
ar - p,W (0k) 5-=- (7(A, Ok) - HD(0)) P- ' (4.19)

k=1

and for OE 2 a(A)/Ooj and OE 2 r(A)/O0o0, etc. where

0aa [ ro - cos (0 - 0o,)
Oro 1 - 2roi cos (0 - 8o,) + rO,2

roi - cos (9 + 9.) 1
+ 1 - 2ri cos (0 + 0oi) + ro2

8ac [ roi sin (0 - 00i)
50oij 1 - 2roi cos (0 - Ooi) + rtoi

roi sin (9 + Ooi)
1 - 2roi cos (0 + 0,i) + roii2

Or (1 + rpi,) cos (0 - 6,i) - 2rpi (4.20)
Or,, (1 - 2rp, cos (8 - O,,) + ri2 )2

+(1 + ,.,,,) COS (0 + O,,,) - 2,-,,
(i - 2r,, cos (6 + O,,) + ,-,2)2

o- r,,, (1 - r,,2) sin (8 - O,,)

'o9, (1 - 2rp, cos(9 - 6,,) + ,j2) 2

r,, (1- ,,) sin (0 + 6,,)

(I - 2rp, cos (0 + op,) + rP,,2 )2

The partial derivatives Oa/Orpi, OIa/OOpOr/Oroi, and Or/O0 o, are the same as

the above but with changed signs.

Thus, the approximation problem amounts to the minimization of nonlinear

functions (Equations (4.19) and (4.20)), of n variables (the poles and zeros). This

161



problem is readily solved through the use of the Fletcher-Powell algorithm, the

details of which can be found in Reference 20.

A program that performs the synthesis of recursive digital filters using the

minimum p-error criterion and the method of Fletcher and Powell for function

minimization is contained in Reference 16. Included in this reference are an exten-

sive program description, input requirements, dimension restrictions, and examples

to illustrate how the program is used for various types of filter design. Also included

is a copy of the actual program.

The reader is reminded, however, that to make use of the program, the transfer

function must be in the cascade form mentioned previously. The program output

consists of an argument vector, X, and a gradient vector, _G, corresponding to the

minimization of the functions F1, F2, and F3 which are used by the program for

the magnitude approximation, the group delay approximation, and the combined

magnitude and group delay approximation, respectively. Based on X, the poles,

zeros and coefficients of the cascade realization of the filter are computed. If desired

by the user, the frequency response is also given [16].

D. SUMMARY

In summary then it is appropriate to cite a recent paper by Little and Gowdy a

[17], that evaluates both the optimum FIR design method (that employs the Remez

exchange algorithm), and the minimum p-error method used in IIR design. Their

evaluation specifically investigates convergence problems encountered when using

these iterative techniques, and considers the design of lowpass, highpass, bandpass

and bandstop filters.
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The following is a brief summary of the more important points mentioned in

this article, that should be considered when using these iterative techniques.

1. Minimum p-Error Design Method

a. Advantages:

I' * Extremely flexible - can be used to design filters with arbitrary magni-
tude and/or phase characteristics, as opposed to being limited to lowpass,
highpass, bandpass, or bandstop designs.

b. Disadvantages:

9 Nonconvergence problems due to:

o a poor guess for the initial parameter vector X

o finite wordlength

o Uses large amounts of CPU (IBM 3081) time (up to 2 minutes for higher
order filters, greater than N = 12)

o Requires a considerable amount of input to specify one filter

2. Optimum FIR Filter Design Program

a. Advantages:

e The program is easy to use

e Consumes relatively little CPU (IBM 3081) time, provided the filter is
not of extremely high order.

b. Disadvantages:

* Restricted to the design of the more common filter types: multi-band,
bandpass, Hilbert transform, and differentiators

9 Highpass and bandpass filter designs were poor when even filter lengths
were used, but good for odd filter lengths

o The user must supply an FFT program to obtain frequency response data
to verify the filter design. Convergence of the program does not guarantee
an acceptable design.
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Keeping these considerations in mind, both programs can be used effectively

to design a wide variety of FIR and IIR filters. It is suggested that if a designer

wishes to use either of these programs this paper is a valuable reference to assist

in identifying problems that may be encountered.

.5
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V. CONCLUSION

The areas of recursive (IIR) and nonrecursive (FIR) filter design have been

investigated, while the more predominant design methods have been extensively

discussed and exemplified. Additionally, the prevailing computer-aided-design al-

gorithms (Remez exchange and Fletcher-Powell) were also presented.

In conclusion, points in these three areas that merit special emphasis are

summarized below:

A. RECURSIVE FILTER DESIGN

" The desired frequency response may be obtained using a lower order filter
than if a nonrecursive realization were used, however, filter stability must
be considered, and a linear phase characteristic is not guaranteed.

" The traditional design methods involving Butterworth, Chebyshev or el-
liptic analog prototypes, and the bilinear transformation are algebraically
intensive. The direct design method presented eliminates the need for
determining an analog prototype and for prewarping, thereby reducing
the number of calculations required.

B. NONRECURSIVE FILTER DESIGN

" Although a higher order filter is required than in recursive realizations to
obtain the same frequency response; nonrecursive filters are always stable

due to the all zero nature of their transfer functions, and can exhibit a
linear phase characteristic.

" The filter coefficients, h(n), may be determined analytically by expanding
the desired frequency response in a Fourier series, because the Fourier
coefficients correspond to the filter coefficients.

* Windows may be used to eliminate the overshoot in the frequency re-
sponse (Gibbs' phenomenon) caused by truncating the number of terms
in the Fourier series to a finite value. However, windowing decreases the
sharpness of the filter's cutoff region.
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F

9 Frequency sampling can be used when an analytical expression for the
desired frequency response cannot be found. The IDFT is then used to
determine the filter's impulse response from the these sample values.

C. COMPUTER-AIDED DESIGN

" For FIR filters, programs using the Remez Exchange algorithm are the
most popular, while for IIR filters, the Fletcher-Powell algorithm is in
predominate use.

* CAD is especially advantageous in the design of extremely high-order
filters, or filters with arbitrary frequency response characteristics.

As stated in the introduction, the design methods presented here are by no

means the only ones available to the filter design engineer; however, due to tie

quantity of information available, one is easily overwhelmed. A need exists for a

concise source of information on the popular design methods available, and how

they are used. This has been the intent of this thesis.

I
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APPENDIX

MAIN PROGRAM

c

C MAIN PHOGEA5: FI! LINEAR PHASE FILTES LESIGN PEOGLAE
C
c AaBOBS: JAM2ES H. MCCLELLAE
C DLEtl EUT Of ELECTEICAl EYGINEZRING AND CNMPU'IEF SCIENCE
C MASSACHUSETTS IuSS::u:E CF TEcCCG!
C CAMBRIEDGE, MASS. 0.4139
C
C THOtAS W. PARKS
C DLPAkiTSENT OfFI£ECTEICAL ENGZNIEEING
C EILL ZJNIVEESIT!
C HOUSTON, TEXAS 77001
C
C L.AWRENCE R. RIBAINEP
C BELL LABATCEIES
C MUIIHAY HILL, NEW JESSE! 07574
C
C INPUT:
C NFILT-- FILTE LENGTH
C dUYPE-- TYPE OF FILIP
C I MULTIPLE PASSbAND/STOPHASZ P11151
C =DIYFEZlNTIATCP

C 3 HILBEET DANSFCRZ PELTE2
C NiANDS-- NUEBEi Of BANDS
C LSLID-- GRID DEHIIY, hILl. BE SET TO 16 UNLESS
C SPECIFIED CTHEWIlSE BY A POSIiiVE CONSTANT.

C EDGE(2*NBAk4DS)-- BANDEDGE A7SA!, L0WEP AND UPPEE EDGES FOP EACH BAND
PC .11h MAXMbC 6P 10 BANDS.

C FX(NBANDS)-- DESfltED FUbCTrICN A1BEAX (CS DESIBED SLOPE IF A
C DIPFERSENTZAICB) Kit EACE ALiL.
C
C WTI(Nn2AidD)S)- !iEIGHI FUNCTION ARRA! IN EACH BAND. FOR A
c Ul5EFE.ELCATOE, ILE wZIGHT PUNjCTICH is INVEFSELI

SPioPOTIoiALl IC 1.
C
C SAMPLE INPUT DAT A SET'UP:
C 3n,1 .3 0
C 0u 5 0.2,0.35
C 0.425,6.5
C 3.01 0 0.0

C' 10. 0~.~i.
C THIS DATA SPECIFIES A LENGTH 32 HANUPASS FILTflt UITH
C STOPUANDS C TO 0.1 AND C.425 TO a.5. AND PASSHAND FPH
C O.z 20 0.35 sITH WEIGHTING OF 13 lb THE STDPbAbLS AND 1
C IN THE PASSEAND. THE GP.ID DENSITY DEFAULTS TO la.
C THIS IS THE I1LE IN FIGURE 10.
C
C THE FOLLOiING INPUT DATA SPECIFIES A LENGT-H 32 PULLEAND
C DIPPERES7XAICE $WiTH SLOPE 1 AND ;EIGHTING OF 1/F.

*C TEE GRID DENSITY WILL BE SET TO 20.
C 32 2 1,20
C 0,5.
C 1.0

*C 1.0
C
C ----------------------- - ----------------------------------

COMMON P12,AZ,DEV9 ,, GVIDDESWT,ALPHA,IEIT,NFCNS.NGEID
COMmck4 /cOPS/NIT.ErIctT-
DliENSiON IEXT(C~o),AD(66),ALFHA(66),X(bO),Y(66)

* DImENSION Hsjbb)
DIMfENSION Ll (0'f~l)'s ,T(So)gDEVII T(10)
DO~GLL PEECISION hz I22
DOUBLE PRECISION AU,bEv,Z.I
DOUBLE PRECISION GEE,D
INILGES bZ1,kZ2,1fl3,dUQ
DATA d3Dl,BL4,BL4.iu'./HB,1HA,1HN, 1HD/

C lNFUT1fl ACE (1)
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c 100=IflhCH 2IP1='i.O*DATAN (1.Ofl)
PI2=i.OD00*Pl

C THE PLCGRAM IS SET UP FOE A MX;MUS IFJNGIE CF 128, BUT
C THIS UPFEV LI01Z CAli BE CHANGED 1Y RlEIZESICNI4G THE
C ARRAYS 1EXT DC, LBak X, Y H TO BE NEIlAI/2 + 2.
C TdZ A.Rials LEs, GRIE. IND WT RUST DidESICzNE
C # ThlkFflAI2 , +

C NFEA128
100 CONTINUE

C

READ (4 110) NFIlT JTYPE)dEANDS,LGRID

110 FGh~lAI(1z,: x.A) NITG.3 uI 1

SGC P11

C115 IFINBANDS.LE.0) NFZANDS-1

C

.IF CLGRID.LE.O) L.GBID~lo

BEAD (, I , 0 (EDGE(J),3=1,JEb b
EAL (,:I-Joi) (j) -, N BANDS)

12BEAD 4,1201 W! id J1) *J= NBHANDS)
If(3IyipE.GT. ~ANL.JTYE.LZ.3) GO TO 125
CA.1 Ehfi
STOPZ r

125 NLG-1
1-((ZIYPL Erl 1) NIG=0

AUDD=N FILT-2*NCDD
NFC)hS 1.FIlZ/ 2

ETif (N'CDZ;. ~. I.ANC. REG. ZQ. ) YPCNS=NlECNS+1 I
C E P THE DENSE GBID. :HE 14OMRE Of PUINTS IN4 THE GRID

C IS (YIZIEi LEliG13 * 1)wGrIll fLNS:7Y/2
C pJ

GRlD (1)=ZDGE (1)
DELk=LGB7ftNpCdS
DEiF=0. 5/DELP
IF(NEG.EO GO SC 135

135 COkhTIN4E)~I()CL
J=1
1=1
LBANL'=1

1'4U Fr1PUEDGE1l+1)
ILLS TtJP=GZID tJ)

CCALCULIE THE DESIREL ftiGEIUDE iESPCZNS! AND THE WlIGBT
C FUNCICNI Chi Thi jbln
C

DES 3) =EFF (TfPF, LIbAND JTYPEl

G =D .3 ,EMP+D!LF

GC IC 5 EP OT 5 ~150 GLID(J-1)=FUP
DES (J-l)=EFF 4FUP,FXWTX,LBAND .J'hYPEl

ull(J- ;&-, (UF,TX,6TX,LhANLJ.YPT,

168



lF4LkAND.G.NBAl;S) GO IC 16C
SGR D (3) =ELGI (L)

GC IL 1..O
160 bGRI103-1

.11 Nl:G NE YCZD) GC TOC165
IF5 GZIDLNGmID) . G. (0 5-fELF) ) NGl.i3DNGBID- 1

C
C SET UP A NEU4 APPSOXIMITICW PEBLEE WHI1CH IS EQUIVALENS
C TO. SHE (AIGINAL ERCEIEN

CIF(NEG 170. 170 1S0
170 IF (NCb EQ i Gt IC 203

CC 175 3= NGUlD
CHANGE lCCL(P1 SGEiIjj))

17 OSJ 3) =DES (J)jCHANG~

180 IF(WCDD3Ej-lt GO TO 190

CHANG!=OSI6NF *LGEIDJJ))
DES (.a)=DZS jJ)/CkANGL

185 WT(3) =WT Jlu U1ANIGI
GC zCo

a.190 DO 195 J=1,NGE~r
CiiAhGk*DSIl. (Pz2*GFID (3))

C INITIAL GUESS FOE SHE EXTELZML FEEQUENClEL--ZQ9LLl
C SPACEL ALCNG 2BE GEIZ
C

200 T2e-rFLOAT (1GE1-1)/FLOAT (NFCNS)
CC 210 3=1,1FCMS
XI3- 1

210 IFX~I(J)XT*TEMP+1.0
IZT 4 E CvS+ 1)=NGEIE
hir'1 N CNS-1
Nz~blCNs*1

C
C CALI THE BEBEZ EXCHANGE ALGORITHM TO CC 181 APPECI1HAT1CN
C PEGCEn
C

CALL BZMEZ
C
C CALCULATE THE :MPULSE RESPONSE.
C

00IFjNEGb 3co 30C 320
300 FIN- E- Gt C 310

305 bhJpO.YAL MN !ZMJ)

310 H6I1=0.25*ALPHA (NFCNS)

NZMJ=NZ-J
NF2J=NFC4S+2-J

315a(1=0.215;(ALPHA (HZMJ).AL.PHA(NF2j))HNCNSL=0.SALP HA (1) 4O.25*ALPiA (2)

320 141250ALtik(NFCNS)
=02~.'5 *LPiA 4N~l)

NZMJ kiZ-J
N F3JNFPC N 5+3-3

325 i H 3 .25ALHA (NZflJ) -ALPBA (NF33)j
U(NiCNS) = b**.LphA (1) -0.23*A PiA c3)

U (hZ)=-3.0
Zu IC 450

333 H (1) =.2b*ALFH A(NECUS)
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DC 3.35 J=2,Nml

tiF2J=Z4ECNS.2-J
335 (3 C.2* (LPHA (NZSJ) -AIPSBA (wFJ 1

C N NC J= 5*AILP A(l) 0.25ALPHA()

C PROGRAS CtJTPtT SECTION.
C

50 PIEMITZ a 360) 70(lH*)//15X 19ilraNITE IMPU1SE BTSPCu.3z (FIE)/
113,34INAB -HASE. DI1 1FLTZE DLSIGb/

217X 2AijiimEZ EXCHANJGE LCIH/

365 FOLMAI L221,15HBANZPASS 1ILT EE/)

370 F0EIA2.2X,i4DIEERNI'C

IF ±EANSECs) kB T 4 8 37 ) E /)
,378 FOEMA (20X 16k111.TEE LENGIB = *13/)

380 bdPl6***** IPOLS1 RESPONSE **~
DO 381 J= 1 NECHS
KMNFIL -5-
IF(Lu!G.L, 0) NEITZ (b3821) .B,(J)*

38 CONIHUE
382 FOh5AT(13X,2Hd(,12,4H) - E15.8,58 = H (,1 3 f ilf
.38J POH11Z2H4~H= 58,6H =

11 (NfG.E EI.NL.NCA.- .') WEITL(13334) N,
£O384 T(14X21W( 2811) = C..0)
to '45.7 K=1,NBANBS,

4

*qIP(KUP.G.EIA "DR) KtIP~bANZS
WBrxE (8,3*i5) (zZ ED021ZD---rE4fJ,J=K,KUP)

3061aIE(0,.390 IZECGk(2*j-1 J=& KOP)
.3FOEflAT (. 1 thLCiES 6ANr EI.,SI114.7)

393 ~ BANI ED *4.7)
IPJJTXPE.bN!.2) FvRIT! (8,430) Jlx (3) ,Eup)

400 FCnAlj ( 13HOEiS~IB!f ViL'Jz ,5t 14.71
IF(JY;E Ep - -~IC 4SJ5 ),(1.VJJ=K.1KO)

405 P0~nATl2 ihEQ~7&(S I!0SOpE,2 ,5F14.L7)

*40 oI'lA AIX I9b '0.LB4L~, 6X, SF 1.7)
to '420 J=K,KUk

420 IVlAT (3) =DEV/Wi1X (3L
WE7.I8, 425)~ DEV A (3) J-K Supi425 FCP21" 4i.X,9 HC VIAlIOl .i bi447
IF IJIIP'3.btw1l GC iO 450
rC V 3O J=lKIku

430 DE VI-AJ3)-z.OALCG1D (DEVIA (3) .FX (J))
toFl ' A431 ( 1VI&(J) 3~k KUP)

* 435 FGZ11 1 15MlEVIATION IN ELSF1*4.7)

DO 45.,c J=1,FNZ

452 lGI!XJGl~j
6BIT pJ)G±1IDflIX J .7=l1

455 FO~tIAT1 4/21 -7HE li PIA FHC4 C ES--BAXHA OF THE EFECE CURVE/
1(2X,5klz1 j

Ent
C
C -- ----------------------- ------------------------------

* C FONCIICN: EFl
C FUNCTION TO CALCULAIE THE DISIFED MAGNITUDE RESPCNSE
C AS A FUC:ION OF FiliU!NCY.
C AN AflBITEAI~! FIJNC:IGb OF FEECUENCI CAN BE
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C APPBCXIBI>ED 1F THE USER BEFLACIS TE25 FUNCTION
C 611b THE APEROPRIATI CODE TO EVALUATE !HE !DEAL
C MkGVIIJDE. NOTE THiAT TEE PARAMETER~ FEE IS TEE
C VALUE 0f NO bLIZEZ FEQUENCI NIEDEL ECi EVALUATICN.
C -- -- --------------

FUNCTION ZF! (FRECI T1,LEAVD,JTYPZ)
IzEESIcb FZX 5),WT1x(;)

22g~li I GCTO I

1EFIzFX (LAbD) *FEC

C---------------- - --------- - -------------

C FUNCIZCN: IdAI
C FUNCTICN TO CILCULITE TEE WEIGHT FONCTICN IS A FUNCUICN
C Of FEEUENCY. SIMILAR~ IC THE FUNCTICN ZY1. THIS YONCIICV CAN
C bE EEPELACED bY A USEB-WETIEN FOUTINE TC CALCULiATE ANY
C DESIRED WrIGHTING PUNCIICN.

FUNiCTIOK WASI FIEIX?,WTX,1AZDJTYPE)
LIEFUsIOS Ell )

-3YEE"EC.ze GC I

1 IFJFI(LiANDj.IT.000O1) GC 7C i

SEIURN
2 hIskk-IX(LBAND)

END

C --- -------------- ----------------------------------------
C SUBRCU21ik;E EFROF
C IBIS FOOTINE WZITES AN ERROR MESSAGE I-- AN
C ERROR BdAS BEEN DETECTED IN THE INPUT ZITA.

C - ---- ------------------------------- ---

C
SDBBOU:INE EBBOF
comsOb /COPS/NITZB,IOaT

1 FORMAT(4,1h Z*$*U**ERRR 1N IN2UT EAIA .6* )

C
C -------------------------------------------- --------
C S13BBCI1NE: EMIZ
C THIS SUMbOUT1Sz IMLEMZNTS !HE P.E5EZ EXCHANGE AIGCPITHEl
C FOL IBE iZ1GHTID CbibYSHEE AFPRiCXIMAI1CN C1 A CONTINUCUS
C FUCION &ITH A SUM OF CCSIHES. INPUTS IC THE SOBEOUTINS
C ARE A DENSE GRID WHICH RLPLACLS THE F3ZCUZNCY A115, :HE
C DESIRED FUNCT1ON ON THIS GBIL, THE iEIGHiT FUNCTION ON THE
C RID THE NUMBER CF COsibEs AWL AM INITiAL GUESS Of THE
C EXTRIMAL FZEQUENCIES. THE SCGBAB S1NIPJIZES Tflf CEHIjSbf
C ERZOR EY DETZEINIUG TEE EST7 CCATIOk4 CZ IaE EXTREMAI.
C EP.EQUENCIZS (PGiNTS OF MAXIMUM ERFOR) ANZ THEN CALCULATES
C THE COEFYICI N IS CF THE BEST AEPEOXIMAT1CN.

SUECUTINE EESE2
COMMON P12 AD DEVSX1 rJGRID DESDITALPHAIIEXTNFCNSNGFID

DIMENSION IRITloot4,iD166 ) ,ALPbA(f6) X g,6).Y(66)
DIMENSION DES( 10J4zJ,G IL(i0L5) ,9114
rIgENSICN 1(b) Z ~ 5
DOUBLE PEECISIO l2 z~U CNTM,.,
COUB11 PLICISION BA.Dim
DuUdNLE PkECI-3I01 AD OEV,I,y
DoUBLE PRECISIOaN GEfD
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c
C THE PROGRAM ALLOUS A MAXIMUM N4USEEB CF I12RAIIOS OF 25
C

ITEBAX=25
DEVL-1..0
sz=&FCS+ 1

1WO COWL'INUE

KIE,-!Ei+l
liBNI'ISR.GI.I'XA) GC TC 4OC
cc 110 J=1,BZ

DT 11 fP:OCCS (DOlP*Z12)
110 1 (3)='IEmP

J 'I; J FCNS-1)/15+1
D0 'o0 J1,NZ

120 AD J) DJJUEZE)

LC 130 J=1,NZ
.1=1 I' Z(J)
r.! -7PFAD W) *DES (1)
Dbflh=DN 3 Ulfmp
t~Z -FLLAT z4) *AD (J) /97 (L)

130 N=-RLEV=DtKU5/flfEiI
1311B 4S. 8 1.31i DEl
131fPRAT{ii 1 HDEVIATION F%.9

1,0EVGl 1 N-
r (V-. 0.0)UNLi-V

DO 146C 3 1,NZ

I I =zs f)

U tJo~v ,l GIDZL) GC 'IC 150
CALL OE;E

150 CEVILDLV
0 3CHNfP0

* KN2=!EZ
KLCh=O

Jz 1
c
C SEAZCB FOR THE EXTEMfAL PEECUErICIES CF 181 BEST
C APPSCZISAICGA
C

200 IP(3.Ei.,JZ2) YNZ=CCMP
I1 j . E. NZZ) CU 7C 300o
9UP=IZlT (3)

114J.Z&~2) 7!WCCBP

IFILL.GE.KOP-) GC IC 220

* fTIL&=fLCAl( Ul EWi b
lF(ClIMP.1E.C.0) GC IC 220

210 L=PF0A Ii~l SE
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!Ejp-D!S~lILI) *BBL

GC IC 210
215 1111 IJ)zl-1

xK1C-1-1
JCbSGf=CIGf+l
GC TC 21jO

220 L-11
i2.7 1=1-1

IF(L.1E.KLCW) GC TO 250

rTE M !ILOAT (No. *EEhT-CCIIP
IF0lIEF.GI0) GC -1C 230

I F R(JCi MNG .. 0- I iLS.0) C, TO 225
GC IC 260

230 C0?MPmELOAT (NU!) *EEE
2.35 1=1-1

IY4L LE.KLCWI GC TC 240

EBB= ( Ei i-DES (LV*iW(L)
1!f11-FLCAS (NU.) *EBTi-CCMP

1F~C.ZmP.Lz 0.U) GC TO 240
CUtPfL(OA' I Oii) E
GC IC 245S

240 KLCWI=1I ()

JCUZGf=JCBEXGf4
GL IC 2U0

250 1=1--IjJ+I
IF 4300 aZG--0) GC TO .215

255 1=L~1
17(L.GE.I13P) GO IC ?~oO
ki=GE (LiNz
111i' (ElIZ-flS (14 M~ L

11M1-1FLCAT (IhUl) *EF,!-CCflP
Ift!rIEME.Li.O.3) GC 10 255
CC P=Xi.UAS (iUI)mfF
GC IL. 210

260 K.LCah=I EXT 4 J)
*3=34
GC IC 200

300 IF(3.G1.UZZ) GC I0 320
IF~x (11Gi :7XI1 ) 11=I2ElT(A1;z
IF ZLIXI Z)) KNZ=1IX N

1=0

O~fiP=XtZ* 11.00l)
LUCN=1

310 1=1+1
PIf l..KP GO TC 315

CTf~qpFLCATI NU ) *ii-ccfip
11 (DIZISP.LE.0) Gc 1C 310
CCMP=FLOA1 (NU) BEi

GC IC 210
315 LUCA=6

GO IC 325
.320 IF(LJJCK.GI.9) GC 7TO350

K1=I1zI (NZZ)
325 I=NGF.ID*1

KLCOKNZ
NUT-duI 1
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COBPI11*0(.00001)
.430 L=L- 1N

IF(1.lLZ.IC, LCh) GC IC 340
Eifr-GEBL NZ

CTEN&FLCA1(,4J. *BE- P p
Ii(CZZP.LL.3.0) GO IC 330

COB}=ELOAT I NOT) *13!s

GC IC 235
314U IE(LDCK.I TO 370

DOz3n85nzi- -c

345 ZEXT (NZZflJ) 21111(NZBIJ)

GO Z. (JO
35C EN=IEXIJNZZ)lw

DO 360 1,.ICN
360 1E111J) !EAT (J+1)

I1E3n (N 2) 5b A
GC cI 10

.370 if (JCBrfL.GT.0) GC IC 100

C CALCULATIGN OF THE CCEEFICIENIS OF THE iESI APPLCXI5AUIZN
C UaIhG THE .ZbVkBSZ .SCRn..E EC3n 4 Eh ,iAbFNfELLM
C

400 CONIINO!

FSH= 1. 3-06

KKX=O
lF(3tlljLIO1.AKND.PIlMBD..IC'9 K=
IFpKiK.E' 1 GO 7C '.05

AA=2.0/E m CNI~ &IP-DSUN)M

DC QJC 3=1,NFCNS 5
2=J-1
PT=FI*DELF
lT=CCCS(!i12*FI)
7F(KSK.BQ.1) a(; IC 410 .

InlzSCET ( .O-XT*XI)l

410 33L
.IF(Z.6GT.E) GO IC 420
If ((iXE-f) .1-1. FSH) GO 20 415

GO 7C 410
415 A(JyX~L t

GU IC 42~
420 IF~ fl-XEk .1I.FSH) GO IC 415

A(J) G EE(1,MZ)
425 C0ON INUE

43U CONN
GB310(1) =G'ZP

1:O 510 J1.NFCNS

ZNUM:3- 1
C M N MU N* DEN
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LC ~ ~ 500 505lo

500 0EZAP=DTZMPDAKCCS(DIU*C)

50ALE bA 14 J) = V 1)
I 0 JAL,14FCNS)E.Iida)

550(-~-AP AAP~ W =. *l4S)O C

1FA(L.1) LPHA 51

"= .*A *.PllFN

B5=0. 5*BB
515 CCNIINUE

H(J*1 =.0
Lc 52 K=1,3
A (K) P in

520 r (K) =.4OEB*A (KL
; 2)=P 2) t ) *d.O*AA

j ..Jnl
* 525 F(K)=P Z)+;K)AA*A(K+l)

J2PI23*
CC 530 K=3,JPI

530 PK=i (K) +AA*A KN-1)

53 C 5135 K=1

c 54i3 31,N.PCiS
43ALAjfl=(J)

.ZF (NfC'S.G~..) EBVJlb
ALHki (kFCNS.1) C.3
ALPCiA%(JCNS+2) =0.0

C
C------------ ------------------------------------------------
C EUNCIICN: D
C ?UNCSICN TOC C&LCULAI! THE LAGEANGE INTESPCLATICN
C CEEICZERTS fCa USE lb lBE FUNCTiCt GE1.
C----------------------------------------------------------------------------
C

D OUBLE PRECISIONi FUNCTIONIt,?l)
COMMfON PI2LALDEV xi YGRI DS 11ALFUA IEXT,NFCtNS,NGi!D
D fIMENSION Mlbo.I bo ALPHVt') 5X (bb) ,! (6)

rd NO DE(03 )
DOUBLE PRECISION ALD-V,X.,l

000FE)E PICS155100 1
r=M.

2 CCNI2IVOE
3 OTIUE

END

C ---------------------------------------------------------
C FUNiClICN. GEI
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C FUNC:ICN TC EVALUATE THE FBE'UENCY RESPONSE USING THE
C LAGZRAliGE INTEFECIAMICN FCBflUIA IN~ THE EARYCENIiIC FORM

C
DOUBLE PEECISION FUNCTION G!E(KrN)
COBAtCN P12 AD DIV II GID DE *A AL.PHA !ZT,NFCNSNGBID
DI IE NS7ON DESl J1 4 c -I Lo jAi4~~ XI~~.(~
DCUdLE 2BECISIOh P't'L
DCUELE PLiCsIONi F.2
DOUBLE PRECISION IL,DEV,XY

XT=GBID()
XF=OcCS (El 2*XF)
r=c. 0
L=C 1(ik
CZADPJ/C

1 i=P+*I (J)

fNr
C

C SUBECUSINE: CUCN
C 4'ITZS AN~ ERRO MESSAGE WHEN :HE ALGCFRITHE TAILS !C
C .C~hYElbE. THERE SEEM TO BE liC COUE11IC&S UNDER itH!CB
C THE ALGCEITHE FAILS 10 CCNVEDGE: (1L 'IBE INITIAL
C GUESS FOE THE EXBREMAL FiEUEk4CIES IS SC PCCR SEAT
r TEL EXCHANGE IlEhA:ICN CANNCI Gil SIABIEZ CE
c(2) 14LAE THE 1REINAlION CF A CCEECI CLSIGN

C sDEVIAliOb DICELASES DUE i0 ECUNLING ErFECts
C AN THE PBCGZA! SICES. IN :hIS LATTE 5 CASE THE

C FI122E LZS:GN 1 PiiUBAELY ACLIP2ELE, BU: SbOULD
c HE CHECKED BY COMEUTING A FBICUINCY AESPCNSZ.

C
SUBDUIfiE CUCS
COHZCb /LCPSOITIFICUm

I rO****3s144 FAIIURiE TC CCNVZBEE a*U*,
14 1NOPF 0UAL CAUSE IS IMACbIAE BCUfNDING 1;&QOB/
123H0Nka8B Of !IEBATICNS = 14/
339HOIF THE NUM1E Of I7ER~IhCNS EXCEEDS 3./
'.o2BOTBE DESIGN tAl BE CEZICI, BU'I SUCULL BE VEEIFIED WISH Ah Ffl:
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